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Introduction

Andreas Sudmann, Anna Echterhölter, Markus Ramsauer, Fabian Retkowski,

Jens Schröter, Alexander Waibel

Formore than ten years now,we havewitnessed an AI boomaffecting basically

all areas of culture and society, including the scientific field.This book explores

the potentially profound transformation in academic research.

Such a focus is not only aiming at the question of AI’s impact, be it as a

technology, a component of a larger infrastructure, or a tool. It is also about

exploringwhat AI as a concept actuallymeans,which different techniques and

approaches it addresses, to what extent it might be important to continue the

long tradition of problematizing it, and last but not least, how a particular un-

derstanding of AI might be transformed by the practices and conditions of its

scientific situatedness and application (Suchman 2006).

As a point of departure for the following considerations, we engage with

the history of AI as a contest between two fundamental approaches: the sym-

bolic and the subsymbolic (see also Dreyfus/Dreyfus 1988: 15–43). The former,

also known as GOFAI (Good Old-Fashioned Artificial Intelligence), processes

knowledge and tasks based on logical or rule-based procedures. Knowledge is

explicitly represented, often hard-coded and manually entered into the sys-

tem by experts.The latter is characterized by the fact that corresponding pro-

cedures seek to find patterns and correlations in data automatically. This ap-

proach involves statistical andneuralmodels to learn fromdatawithout relying

on explicitly defined rules. Knowledge representation operates in an implicit

manner. For example, knowledge can be implicitly encoded in the weights of a

neural network.While this allows these systems to process sizable amounts of

complex, unstructured data, it is also responsible for their black-box nature.

Subsymbolic AI and its scientific impact are the focus of this book. More

specifically, the contributions from various fields shed light on artificial neural

networks (ANNs) as the currently dominant and discourse-determining forms

of AI, which are broadly inspired by the neuroinformatic model of the brain
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(mostly related to humans, but also with regard to animals).1 In fact, prima fa-

cie it seems as if the subsymbolic approach of ANNs (mostly even only based

on backpropagation) has become synonymous with AI as it has largely sup-

planted symbolicAI andevenothermachine learningmethods, including sym-

bolic learning, statistical learning, andHiddenMarkovmodels, among others.

However, such a thesismust be differentiatedmore precisely in at least two

respects: on the one hand with regards to the long tradition of hybrid connec-

tions of symbolic and subsymbolic methods; on the other hand that this dis-

tinctionbecomesblurredwhen traditionally symbolicproblems (e.g., language

processing) are increasingly handled on a neural substrate as well (e.g., ma-

chine translation, parsing, large language models (LLMs)). The term “neuro-

symbolic AI” is pertinent in this context, as it refers to hybrid systems that in-

tegrate neural models with symbolic AI. In his Robert S. Engelmore Memo-

rial Lecture at AAAI 2020, Henry Kautz (2022) provided a taxonomy of neuro-

symbolic AI systems.One of the categories he introducedwas “symbolicNeuro

symbolic” (ibid.: 118), which also directly applies to LLMs. Systems in this cate-

gory have their inputs and outputs presented as a symbolic form and even nat-

ural languagewith its discrete tokens counts towards that. Although these sys-

tems are not widely regarded as neuro-symbolic, it does make the term more

ambiguous.The“Neuro[Symbolic]” (ibid.: 119) categorymaybe of greater inter-

est and relevancy, as it embeds symbolic reasoning as part of theneural engine.

A newdevelopmentwith contemporary LLMs, such asChatGPT or Toolformer,

is the ability to interact with plugins. One such plugin can be a symbolic rea-

soning engine likeWolframAlpha.

However, the relations and connections between symbolic AI and the

subsymbolic AI of ANNs are no impediment for focussing on the latter for the

purposes of this book – on the contrary. Above all, given their specific history,

the current relevance of ANNs is quite remarkable. Their technical founda-

tions were already developed as early as the 1940s and 1950s (Sudmann 2018a;

Sudmann 2018b), but more complex, foundational architectures emerged in

the 1980s and 1990s as they enabled ANNs to operate on real-world problems

that required context, shift invariance, or sequential processing (Waibel et

al. 1987; Waibel et al. 1989; Hochreiter/Schmidhuber 1997; LeCun et al. 1998).

Nevertheless, until the 2000s, ANNs were largely ignored by practitioners and

struggled to find broad adoption: Because the computing of the day would

1 In addition to neural networks, other approaches or algorithms can also be subsumed

as subsymbolic AI, for example k-nearest neighbors.
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only permit training of small networks, simpler statistical methods could

already deliver competitive performance. It would take 20 more years until

computational resources and data had scaled sufficiently for ANNs to show

their true potential: From networks with a dozen or hundred connections

and a single hidden layer, we now see networks with 175 billion parameters

(GPT-3) and dozens or hundreds of layers. And ANNs could now deliver (with

the same or similar algorithms as in the 1980s) impressive performance ad-

vances over classical methods. In speech recognition, error rate reductions

of 30% or more were observed on published benchmarks. In vision, signifi-

cant improvements could be obtained over standardized object classification

benchmarks (see ImageNet, Krizhevsky/Sutskever/Hinton 2012). And even

in machine translation, performance leapt forward through the adoption of

large recurrent neural encoder-decoder networks (Luong/Manning 2015). In

many domains, e.g., speech (Nguyen/Stueker/Waibel 2020), vision, machine

translation, performance nowexceeds human capabilities over certain defined

benchmarks.

Another decisive part was played by big tech. The AI renaissance was ac-

celerated as soon as the information industry became aware of the economic

potential of ANNs. This resulted in a concerted move to massively expand AI

research activities, invest in computing resources, and to acquire and merge

promising AI start-ups (like DeepMind, and others).

Thewidely broadcasted 2016 victory of the AlphaGo program over Gomas-

ter Lee Sedol had a further reinforcing effect with regard to the perception of

the lingering capabilities of AI. This media event significantly shaped public

perception. Subsequently, experts in various scientific fields were alerted, and

increasingly interested in AI and, ultimately, began to integrate the new tech-

nology into various methodological toolkits. Somewhat unexpectedly, the re-

lease of ChatGPT in 2022 proved to be another game-changer. AI could finally

be experienced and utilized by a wider circle of users, an encounter that swept

public perception, andmade it impossible to overlook the ramifications of this

new technology for the most basic practices of mainstream science, its quo-

tation standards, and academic exams. Besides questions of authorship and

reliability, one important provocationmay lie with the political andmoralistic

overtones of these chatty AIs. Furthermore, as language models, they merely

predict text based on massive amounts of past textual data und thus ethical

standards or factual correctness can not be assured as of yet. Even if a major-

ity-driven formof reinforcement learning fromhuman feedbackdecides about

the biases of such machines, a “mathematisation of ethics” and a quantitative
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vote for majority morals is at hand (Simanowski 2023: 73). Still, large self-su-

pervised models like LLMs can digest virtually all of humanity’s textual data

and thus generate predictions with surprising accuracy and relevance, result-

ing in a powerful illusion of human-like intelligence and clarity.

Nevertheless, it is necessary to unravel this rather event-centered and also

person-centered historiography inmore detail. For example, backpropagation

as a central learning algorithmof ANNswas already developed in the 1970s and

1980s, some elements of it even as early as the 1960s.2 Accordingly, it is difficult

to attribute the development of this algorithm to just one person or one group

of people at a specific time.Moreover, it has been and continues to be the case

that thedevelopmentofAI inmanyareas is basedonclose cooperationbetween

industry and science,but also themilitary.Not least for this reason,AI research

has always been, to a considerable extent, applied research.

To understand these transdisciplinary effects of the new technology, we

must examine the level of data practices and scientific methodologies. Several

recent publications have been addressing the impact of newAI technologies on

scientific practices (Athey 2018; Fecher et al. 2023; Gethmann et al. 2022; Oker-

lund et al. 2022). At the same time, it seems evident that we are witnessing the

effects of a much longer history of data, statistics, formalization, modeling,

and simulation. Since the early days of AI, attempts were made to put ‘intelli-

gent’ systems to use in various academic settings3, but the corresponding re-

flections, if they had their place in the sciences at all, remained, inmost cases,

either necessarily speculative or their lasting contribution to the development

of a research field ultimately proved to be extremely limited. There were, for

example, early attempts to use AI systems for specified scientific tasks such as

proving theorems (see Feigenbaum/Feldman 1963; Dick 2011), but correspond-

ing implementations of the systems were typically very far from actually ad-

vancing research in the respective areas of knowledge.

With the successive establishment of so-called expert systems starting in

the 1970s, the application-oriented perspective of AI finally gained some rel-

evance, but this upswing ultimately did not last either. It is quite telling that

PamelaMcCorduck’s relevant study on the history of AI –MachineswhoThink –

2 For a technical history of backpropagation related to ANNs, see for example Schmid-

huber (2022).

3 For discussing AI in the context of psychology, see for example Hunt (1968: 135–168);

for organic chemistry, see Feigenbaum (1968: 23–27).
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contains a separate chapter titled “Applied Artificial Intelligence”,which intro-

duces two of these early expert systems and their respective application con-

texts. But remarkably enough, this chapter begins by pointing out how AI is

derided andmocked in terms of its supposed potential on a regular basis (Mc-

Corduck 1979: 272f.).

The latter has not fundamentally changed today, even in light of the consid-

erable achievements of large language models like ChatGPT. There continues

to be a pronounced interest as well as a certain pleasure to expose the short-

comings of even the most advanced AI systems. Nevertheless, there is a sig-

nificant shift in this respect: Currently, AI is no longer a speculative concept at

its core; the relevant point of reference for (critical) reflections now is the con-

crete implementation of corresponding systems,not onlywith respect to areas

of academic knowledge but all areas of culture and society.

There is little doubt about the fundamental importance of AI in all spheres

of social life, given the prevailing assessments in public discourse. Further-

more, there seems to be no sign of an imminent end to today’s AI boom. Fol-

lowingmany booms and busts of previous AI excitement and promised revolu-

tions, AI has now found its firm and sustainable footing.This is especially true

for applications of AI in various fields of science, as countless research exam-

ples demonstrate (for an exemplary overviewof AI research projects inEurope,

see “How is Artificial Intelligence Changing Science?” 2023).

Unsupervised and self-supervised algorithms and the increasing use

of simulations and data augmentation have advanced practical AI appli-

cations to astonishing performance levels and opened new applications.

Sharing of open-source code, tools and large pretrained models now also

accelerate progress by leapfrogging from one accomplishment to another at

unprecedented speed. Google DeepMind, for example, has released a series

of specialized models that aim to assist researchers in their respective fields,

including AlphaFold (Jumper et al. 2021) which is able to predict 3D structures

of proteins more accurately than previous models and, more importantly, is

in many cases accurate enough to replace real-life experiments. AlphaFold is

arguably the organization’s biggest success so far and is now deeply ingrained

as a tool in medicine and life sciences (Varadi/Velankar, 2022). More recently,

Google DeepMind published AlphaTensor (Fawzi et al. 2022) and AlphaDev

(Mankowitz et al. 2023), both of which have been used in the research area of

computer science to optimize algorithms and low-level code such as matrix

multiplication and sorting algorithms. In the case of AlphaTensor, the model

was able to find an algorithm to reduce the number of multiplications neces-
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sary for certain types of matrix multiplications. On the related blog posting,

Google DeepMind’s headline “optimising the world’s code one algorithm at a

time” (Mankowitz/Michi 2023), aptly describes its current approach.

At present, the contributions of AI to scientific challenges are not always as

spectacular as in the case of AlphaFold; often enough, standardAI technologies

are used as elements of methods or in everyday applications (although usu-

ally at much better performance).However, it is remarkable how diversely and

broadly AI is now being applied in various fields of research. In sports science,

ML-based pattern recognition is increasingly used for the performance anal-

ysis of athletes, players and teams (Araújo et al. 2021). In art history, a com-

puter vision systemhas been able to identify connections between artworks by

analyzing poses of human subjects in paintings (Jeniczek & Chum, 2019). ML

has also, for a long time, been used in particle physics, due to the enormous

datasets analyzed in this field. In 2012, one of the important discoveries, the

Higgs boson, owedmuch to the application ofmachine learning (Radovic et al.

2018; Bourilkov 2019).

Even though the general AI boom has been felt inmany scientific fields for

years now, one should note that the application of AI inmany disciplines is still

in its infancy. In our view, it is therefore even more important and timely to

recognize, reflect on, and historically document this transformation of the sci-

ences by AI in statu nascendi. To address this challenge, our transdisciplinary

research group, encompassing the disciplines of media studies, computer sci-

ence, and the history of science, has started its work in 2019, respectively 2022,

to investigate theways inwhich research is conductednot only on/about AI but

with AI, in various fields from the natural and social sciences to the humani-

ties. In particular, we are interested in exploring how AI interacts with the es-

tablished practices and methods of science, whether they are complemented,

modified, and/or potentially replaced.

Three disciplines or domains of research are at the center of our inquiry:

environmental sciences/climatology, social sciences/sociology, and film stud-

ies. Three additional fields – literary studies, medicine and economics – are

investigated to broaden the range of disciplines to be studied, partly in or-

der to capture the heterogeneous range of uses of AI more accurately and to

better generalize our results across scientific disciplines. In a first program-

matic paper, the researchgrouphas alreadydiscussed somekey challenges and

perspectives, as well as some general considerations (Echterhölter/Schröter/

Sudmann 2021).
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Thequestionof the transformations of the sciences throughAI requiresde-

scription of precisely their different scales and dimensions, as well as the gen-

eral heterogeneity of the aspects addressed by them. One way of illustrating

the range of conceptualizations can be the marking of extreme positions and

ways of thinking, thus allowing for a more nuanced perspective. For example,

onemight argue that as an advanced Artificial General Intelligence (AGI)4 sys-

tem evolves, it would also be capable of handling any (new) scientific problem.

Another optionwould be to develop a system,however specialized, that is used

formore or less specific scientific tasks or only within a certain domain or dis-

cipline. Both concepts can be imagined as systems of a “superintelligence”, to

pick up Bostrom’s (2014) term, insofar as the abilities and skills of human sys-

tems are (or can be) clearly surpassed in both scenarios.

In the emphatic sense, AI stands for the possibility of a computer being

able to gain its own insights, formulate questions and hypotheses at some

point, and thus also complete all other steps along this path more or less

autonomously. AI systems used for scientific (research) purposes can be fur-

ther differentiated according to how human-like they have been designed

and oriented. Explainable AI requirements make it at least likely for machine

communication to remain connectable to human understanding and control.5

This also applies to future machine-machine communication. AI processes

can also be differentiated according to the extent to which they organize

individual components/phases of scientific research processes autonomously

or automatically, from formulating a research question to collecting data, an-

alyzing and evaluating data, as well as presenting and disseminating research

findings.

Furthermore, there is the fundamental question of which scientific prob-

lems seem a priori suitable to be addressed by AI at all. DeepMind (Hassabis

2022) has developed three criteria in this respect:

4 The notion denotes a hypothetical AI-system with cognitive, creative etc. capabilities

comparable to or even exceeding those of humans. There are no realizations of such

systems yet. Their development, if it will be possible at some point, is repeatedly dis-

cussed as a great danger.

5 In recent years, research on XAI systems has become increasingly important, and this

applies in particular to scientific applications of AI. An overall very promising project

in the German-speaking area was recently initiated with the Transregio “Constructing

Explainability” of the Universities of Bielefeld and Paderborn.
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1. massive combinatorial space,

2. clear objective function (metric) to optimise against,

3. either lots of data and/or an accurate and efficient simulator.

As can be seen from these criteria, the use ofMLmust be carefully considered,

especially with regard to the significant resources and costs involved.

A relatively recent phenomenon to reflect within our study is the fact that

more and more explicitly AI-driven tools or apps are either directly intended

for scientific work or can be indirectly used for it. A plethora of commercial

applications like SciSpace Copilot or Elicit has been launched, promising to

automate certain research workflows and help with literature research or

understanding literature. Language models like ChatGPT are actively used

by researchers as assistance in the writing process of scientific documents,

prompting repositories and journals like arXiv to define a ‘use of generative AI

language tools’ policy for authors. Towards the end of last year, the domain-

specific language model Galactica (Taylor et al. 2022) caused a stir among the

research community. It is exclusively trained on scientific data like research

papers, chemical formulas, and DNA sequences. The generated text of the

model sounded convincingly scientific but triggered concerns that it could

easily spread inaccuracies. At the same time, there is a class of models, such

asMinerva (Lewkowycz et al. 2022) and AI Descartes (Cornelio et al. 2021) that

are used in research itself and are intended to automate reasoning processes.

Beyond such specific applications, it seems important to us to explore

the general tool character and principal potential of current data-driven,

statistical AI systems in methodological terms. A few years ago, computer

scientist Pedro Domingos describedML as the “scientific method on steroids”

(Domingos 2015: 13). Such a description strikes us as highly questionable as

it conceptualizes ML per se as a scientific method. In addition, the metaphor

“on steroids” suggests that ML allows an almost illegal and unhealthy form of

performance enhancement in this respect. Nevertheless, it is obvious that the

performance level of learning algorithms significantly increases when corre-

sponding systems are trained with more and more data and computational

power. The present publication, therefore, is also motivated by an interest

in discussing AI through the lens of the ways in which learning algorithms

potentially reconfigure the epistemic relationship of qualities and quantities.

More specifically, we would like to shift the perspective on this relationship

by highlighting epistemic aspects beyond quantity and thus also illuminate
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perspectives beyond the dominant relation of AI and big data. Two aspects are

particularly important to us in this respect:

Firstly, current approaches to AI, i.e., subsymbolic AI in the form of ANNs,

are not merely capable of extracting information from large amounts of data

and making it productive, but they can solve problems that can also be de-

scribed as qualitative. They involve dealing with qualitative questions of con-

tent, aesthetics, style, e.g., in the field of natural language processing or com-

puter vision, in ways that were unimaginable until recently.6

Secondly, current approaches in AI research are increasingly focused on

reducing or avoiding dependence on large amounts of labeled data, e.g.,

through strategies of self-supervised learning, zero- or one-shot learning,

transfer learning, or even the use of synthetic data or simulation data. Con-

temporary LLMs are, for example, the result of causal language modeling

which is a type of self-supervised learning in the course of which the model

is tasked with predicting the next token in a sequence while requiring no

additional labels.

As a result of ourproject’s opening conferencehostedby theSorbonneCen-

ter forArtificial Intelligence (SCAI),wepresentfirst explorationson the subject

of AI in the natural sciences and humanities at a point in time where qualita-

tive problems seem to come into reach to be handled bymachines. At the same

time, these discussions of European scientific applications tie inwith concerns

that lie beyond this subject area and concern general preconditions of digital

humanities (DH) or also of STS. Certain problems of transformative processes

in the scientific field,which are closely related to AI, emergemutatismutandis

in other constellations as well.

It is important to keep in mind in this context that research on scientific

practices in AI has been conducted in a wide variety of disciplines and ana-

lytical perspectives, such as science and technology studies, sociology, infras-

tructure studies,cultural anthropology,philosophyof science,anddata science

(Baurmann/Mans 1984; Carley 1996; Groß/Jordan 2023; Krämer 1994; Ligo et

al. 2021; Manhart 1995), but also specifically in the disciplines involved in this

project: media studies (MS), history of science (HS) and computer science (CS)

itself.7

6 For the details, see our (the editor’s) contribution to this book as well as the essay by

Schröter and Sudmann, also published here.

7 For media studies, see for example Engemann/Sudmann 2018; Ernst et al. 2019;

Mackenzie 2017; Mann/Matzner 2019; Pasquinelli 2017, 2023; Sudmann 2023. For the
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Current investigations into AI research stem from various disciplines

involved with the reflection of the sciences. The philosophy of science has

deployed its specific expertise for problems of AI (about cognition, conscious-

ness, etc.) and proliferates in the field of AI ethics in particular, a field in

which, among other things, various critical perspectives on AI and its re-

search are normatively negotiated (algorithmic biases, surveillance, opacity

of technology, etc.; for an overview, see Coeckelbergh 2020; Dimock 2020;

Mann/Matzner 2019). Moreover, AI clearly resonates with and functions as a

catalyst for the research perspectives of the digital humanities (Jannidis 2013;

Manovich 2017; Flückiger 2021).

To further enhance these discussions for the field of AI-based methods in

the sciences, a more thorough investigation of scientific practices and infras-

tructures seems in order (Star 1999; Schabacher 2022). To keep track of current

developments an integrated dialogue with computer science is of the essence.

In addition to that, it seems highly desirable to observe, document and re-

flect the current shifts in scientific practices through AI-based methods. To

capture these developments up close, a media ethnography of selected AI re-

search projects is the most viable option and will be conducted as the research

project unfolds (Dracklé 2014; Dippel 2017; Schüttpelz/Gießmann 2015; Barei-

ther 2019).The integrated approach to scientific practices will further draw on

the strengths of media archaeology to situate technically mediated knowledge

production in larger frameworks. To this end,we emphasize the technological

aspect as well as the social embeddedness of the emerging technology (Dot-

zler 2006; Schröter 2020; Ernst/Schröter 2020). Historical depth is provided

for these findings on scientific practices by recent results from the history of

data use in various disciplines (Aronova/von Oertzen/Sepkoski 2017; Schlicht/

Ledebur/Echterhölter 2021). In this newly developing field within the history

of science, separate instances in data journeys are consulted (Leonelli/Tempini

2020), the emergence of specific algorithms are traced (Evans/Johns 2023) or

models are investigated in and of themselves.One of the best researched cases

may be weather models, which took a stunning trajectory from decentralized

weather observers to dynamic climatemodels and eventually, their integration

into thevastmachinesof computer simulations (Coen2018;Edwards2000;Ed-

wards 2010; Gramelsberger 2010).

history of science, see Seising 2021; Cave/Dihal/Dillon 2020; Evans/Johns 2023. For

computer science, see Vaswani et al. 2017; Devlin et al. 2019; Brown et al. 2020; Rom-

bach et al. 2022; Kirillov et al. 2023.
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A new technical option for the sciences and humanities calls for a criti-

cal reflection of emerging forms (such as databases, algorithms, frameworks,

interfaces, etc.) related to the production of knowledge. An engagement with

possible transformations of scientific practices demands amethodological ap-

proachwhich refrains from creating prima facie distinctions between internal

and external factors shaping these transformations, namely approaches from

media ethnography, media archaeology, or the history of quantification. Es-

tablishing an account of what factors are important for the origin, the imple-

mentation (or non-implementation), and not least the retention of AI tech-

nology can possibly serve as a gateway for criticizing these very conditions in

which the scientific endeavor takes place.

Various contemporary debates on AI technologies revolve around their

social and cultural effects. Problems of algorithmic biases, data privacy, or

opacity of infrastructures are commonly placed in the normative framework

of AI ethics. Critical discussions of the high hopes invested in AI, as well as

its present limitations, also continue to play a crucial role in ongoing debates

(Broussard 2018). There is still little knowledge, however, about the relation-

ship between the assumed problematic aspects of AI and the ways in which AI

affects research practices, methodologies, and outcomes across different sci-

ences.Adequate assessment of the impact of AI on science, including reference

to its socio-political implications, is therefore a major research desideratum.

As has been pointed out here, research on the research of AI is confronted

with significant challenges. The transdisciplinary view on the problems of AI

in science requires distinctive expertise in very heterogeneousfields.However,

there is no such thing as universal competence.Therefore, the research group

hosting these discussions is all the more dependent on the dialogue and sup-

port of scholars fromdifferent disciplines andhas benefited considerably from

their civic engagement across the disciplines. The main focus of this publica-

tion is to explore different ways of thinking about the uses of AI in a broad set

of scientific fields. At the same time, and in relation to selected disciplines,

we want to exemplarily demonstrate the application of AI in specific academic

contexts.

List of contributions

In their joint paper, themembers of the project “How isArtificial Intelligence

ChangingScience?”discuss nine preliminary theses regarding the possible ef-
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fects of the use of different AI technologies in the sciences. I) It is questioned

if the widespread rhetoric of an “AI revolution” is helpful to describe the shifts

that occur with the introduction of AI technologies in the sciences. II) It is em-

phasized that AI technologies can only be understood by understanding their

embeddedness in infrastructures and social contexts. III) It is stated that AI

systems can process fuzziness and uncertainty in a newway. In IV) the conflict

between the big tech industry and academia in the development of AI is being

highlighted.Thesis V) elaborates on how the fast introduction of AI technolo-

gies causes an expert crisis. In VI) it is discussed that many disciplines split

into a computational and a non-computational branch. VII) points to the con-

nection of AI technologies with data extraction and data colonialism. In VIII)

the thesis is formulated that the introduction of AI will alter the labor land-

scape profoundly. IX) asks how the self-improvement and the self-evaluation

of AI have to be conceptualized.

Mathematics struck goldwhen employing infinitesimal quantities to solve

practical problems towards the end of the 17th century. In a further decolonial

reflection on the inherent problemsof AI andpattern recognition anddiscrim-

ination, Clemens Apprich investigates this calculus in historical and present

debates about incalculability. The calculus, which still performs reliable ap-

proximations within the schemes of artificial neural networks, should not be

tamed into absolute congruence. On the contrary, it might be the imperfec-

tions and approximations which may help us to cultivate procedural and plu-

ral approaches. In this sense, the immanence residing at the end of all approx-

imations (which would be tantamount with mastering the visual and compo-

sitional realms of quality by new AIs) does not appear fully desirable. Apprich

acknowledges the insurmountable incongruity of the mathematical setup of

AI and suggests strategic uses, such as Ramon Amaro’s for possible “black to-

talities’”.

Matteo Pasquinelli’s approach to AI is informed by the joint traditions of

materialistic epistemology and media theory. He argues strictly against “folk

AI”, a perception of this new technologywhich all too readily accepts a newand

contextless entity and its miraculous abilities. Instead, a much longer history

of mediated thought and neoliberal entanglement of AI is in order. Without

a shadow of a doubt automated and mechanical ways of reasoning have been

part andparcel of the scientific endeavor longbefore artificial neural networks.

Thepaper revisitsRosenblatt’s 1957 strategy to facilitate pattern recognition via

themodeling of the labor of perception and supervision. It integrates this his-

torical analysis of AI with Peter Damerow’s theory of mental representation,
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the dialectics of tools and knowing, as well as neo-Gramscian approaches to-

wards formalization, and the Hessen-Grossmann thesis of the labor depen-

dency of all science. AI’s advanced algorithms are not unique.They are the lat-

est result in a long history of confluences and attempts at “epistemic scaffold-

ing”.

Markus Ramsauer offers a genealogy of the development of Early Warn-

ing Systems and the potential enhancement in the detection of danger via the

use of AI. Taking the trope of birds as sentinels for future catastrophic devel-

opments as leitmotif, it is argued that the discovery of latent danger often de-

pends on the use of non-human sensors or kinds of intelligence; be they an-

imalistic or machinistic. This offers a lens for thinking about the concept of

‘artificial’ and ‘non-artificial’ intelligence beyond the question if machines can

pass as human.

JeanGabriel-Ganascia’s text discusses AI not only in terms of a tool for sci-

entific practice but as a science itself. As such, the author claims, it evades clas-

sifications as ‘theoretical science’, ‘science of nature’ or ‘science of culture’.The

reason for this special status can be explained by the history of AI development

of which the author provides a brief outline. As a second strand, the article ex-

plores the possibilities of ‘epistemological ruptures’ through the use of AI in

the humanities as well as in the ‘hard sciences’. Whereas for the former, these

tools can assist in assessing individual cases, it contributes to an ‘automation

of induction’ for the latter.

Gabriele Schabacher discusses in her essay the centrality of the notion of

“pattern” for subsymbolic artificial intelligence. She asks what the power of

patterns in contexts of cognition or application is, by distinguishing two ways

of conceptualizing patterns, namely template and correlation. The reconstruc-

tion shows how these two forms are peculiarly blended in the horizon of AI

technologies.The first example is the application domain of security research

and how the blending of template and correlation works there. The focus will

be onGermanpilot projects inBerlin andMannheim that test the use of intelli-

gent video analysis. Finally, Schabacher comments on the statistical creativity

of AI image generators such as DALL-E, highlights four overarching aspects

associated with the work of patterns of AI technologies, and describes their

effects on scientific understanding, but also on culture and society in general.

The revolutionary potentials of AI in healthcare are covered in detail in the

overviewbyUrviSonawane andMatthieuKomorowski.TheusageofAI-based

technologies is currently quite limited, the authors discover, despite its enor-

mous potential. Responsible bottlenecks like technical, ethical, legal, and hu-
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man aspects are examined and the need for a multidisciplinary approach in-

volving regulatory bodies, clinicians, government, and patient committees is

argued for.

In her position paper, Isabelle Bloch argues that a hybrid point of view

of designing AI, considering both knowledge data representation and reason-

ing, offers opportunities towards explainability. This idea is illustrated on the

example of medical image understanding, formulated as a spatial reasoning

problem.

In his contribution, Giaccomo Landeschi shows how computer-based ap-

plications had a profound impact on the discipline of archaeology and how

different methods and techniques, such as satellite remote sensing, geophys-

ical prospections, and more recently, airborne laser scanning (LiDAR), have

been employed for surveying purposes. Nowadays, artificial intelligence has

also started to play an important role in the analysis of archaeological con-

texts. In the case of Sweden, approximately 70 per cent of its land comprises

forests where a substantial number of archaeological sites remain hidden be-

neath the vegetation, undiscovered and unmapped. Landeschi explains how a

team of scientists from Lund University recently undertook a project to show-

case the potential of utilizing deep learning-based analysis and convolutional

neural networks for automatically identifying a specific category of archaeo-

logical features called ‘clearance cairns’ in LiDAR-derived raster imagery.

Sabine Wirth’s paper sheds light on the ways how the concept of the in-

terface matters for a critical understanding of AI technologies in use. From a

media and culture studies perspective she discusses how research onmachine

learning techniques can profit from a critical perspective on interfaces. Draw-

ing on the emerging field of critical interface studies,Wirth describes two ex-

amples of popular apps that rely onmachine learning, and she outlines poten-

tial lines of inquiry and critical questions that address the central role of inter-

faces as mediators of AI within the field of popular media culture. Ultimately,

this allows her to ask how critical interface studies can inform research on AI

in science by providing an additional analytical layer.

In their contribution, Andreas Sudmann and Jens Schröter shed light on

the role of media related to how AI is used in and potentially transforms dif-

ferent fields of academic research. Furthermore, they draw attention to some

important problems of applied AI which thus require critical reflection, espe-

cially from amedia studies perspective.

Johannes Breuer poses the question of how AI is changing scientific prac-

tice in the realm of the social sciences. His contribution “Putting AI into social
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science” highlights the importance of tools for different stages of the scientific

endeavor.The author discusses a variety of AI-driven research tools which are

suitable for the social sciences, emphasizing their potentially transformative

potential as well as ethical challenges that go hand in hand with this transfor-

mation.Thechapter concludeswithan invocation to focusonpartnershipswith

AI, rather than on replacement by AI.

The paper by Evangelos Pournaras reviews the specific epistemological

challenges and also the ethical and integrity risks related to generative AI

and LLMs. In particular, Pournaras discusses emerging practices for research

ethics, proposing ten recommendations that shape a response for a more

responsible research conduct in the era of AI.

In his paper, Fabian Retkowski aims at concisely indicating the current

state of the art in abstractive text summarization. The current paradigm

shifts towards pre-trained encoder-decoder models and large autoregressive

languagemodels are outlined and the challenges of evaluating summarization

systems and the potential of instruction-tuned models for zero-shot summa-

rization are discussed in further detail. Additionally, the work gives a brief

overview of how summarization systems are currently being integrated into

commercial applications.

Sabina Leonellimaintains in her chapter that despite ever larger amounts

of data and proclaimed bias-reducing algorithms, the employment of AI tools

in scientific research is still heavily affected by the quality of the training data.

The hardly traceable origin of data, combined with their often diverse nature

and purpose, leads towhat the author calls “in-practice opacity”. Instead of fo-

cusing on quantitative modes of reproducibility as a panacea for making sci-

ence transparent, the author calls for extended attention to questions about

the quality and the funding of research data.

The use of data has been a key element of statistics, yet the dimensions of

current data usages constitute a new situation.GérardBiau is in a unique po-

sition to answer a set of questions about the changes affected by AI in this par-

ticularfield ofmathematics:Heworks at theProbability,Statistics, andModel-

ing Laboratory (LPSM), serves as director of the Sorbonne Center for Artificial

Intelligence (SCAI), and was president of the Société française de statistique. Biau

states that the impact of AI onmathematics is decisive. Some statistical tools,

which have been stable for decades, are currently being revised. AIs start to

make suggestions regarding results, or are instrumental in verifying the most

advanced new proofs.
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In his interview with Sybille Krämer, Jens Schröter poses nine questions

which closely follow Krämer’s writings over the decades. Her work has been,

from the very beginning, revolving around questions that are of special rele-

vance to understanding subsymbolic AI today.This starts with the question on

the culturally shaped exteriority of the human mind, the relation of AI to the

fundamental role of the analog and the digital, or the connection of AI to the

field of digital humanities. Further fundamental points are discussed like the

question if AI can be understood as a “cultural technique”, especially when we

observe the increasing role of computers in science. Finally, Krämer addresses

questions of explainability and critique.
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Research with Subsymbolic AI

Preliminary Theses

Andreas Sudmann, Anna Echterhölter, Markus Ramsauer, Fabian Retkowski,

Jens Schröter

The current developments within information technology not only challenge

scientific disciplines to study new phenomena; they also potentially alter

and enhance research methods, practices, and outcomes across the natural

sciences, social sciences, and humanities. Researchers have to negotiate in-

terdisciplinary conceptual frameworks and access to new data infrastructures

in order to participate in and benefit from the ongoing AI boom. Prima facie,

data-intensive AI approaches, especially artificial neural networks (ANNs)

but also other approaches of machine learning (ML), increasingly enable and

support the production of knowledge across all disciplines.

To conceptualize these shifts as mere effects of technology, however, ar-

guably oversimplifies the interrelationship between technology and society.

Since its learning capabilities rely on datafication, AI-based research is always

connected to society from the start: AI uses its data to classify, categorize, and

cluster society. What is more, as modern societies come to increasingly rely

on scientific knowledge, any change in scientific practices and researchmeth-

ods brought about by AI technologies is bound to affect society at large (DFG

2020; Zhang et al. 2021). Research on the influence of AI on science is therefore

of the utmost importance in order to comprehensively understand the effects

of AI on present and future society. The term “science” here refers to natural

sciences, social sciences, and humanities, and “scientific research” to those re-

search methodologies within the sciences which use empirical and quantifi-

able data.

One of the big challenges is to understand and conceptualize the relation-

ship between new technologies, specifically AI, and the epistemologies they

enable: Are AI-based methods basically more efficient tools which continue

non-AI methods, merely extending them in terms of velocity and scope? Or
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do they allow research in new methodological ways, to ask and answer novel

questions? Or both on different levels?Which socio-political implications does

data-driven research with AI entail, compared to other long-standing data-

based researchpractices? Is AI-enableddata science still confined tonumerical

and quantifiable problems, or does it also give access to qualitative problems

(e.g., problems of fuzziness; Seising, 2009)? How do AI-based methods try to

reduce the dependency on (big) data, e.g., by making use of pre-trained mod-

els, or specific approaches like transfer learning or one-shot learning (Duan et

al. 2017; Weiss/Khoshgoftaar/Wang 2016)?

To answer such questions, it is insufficient to merely look at AI models

in a narrower sense (i.e., “learning algorithms”) and deduce their impact.

Since scientific research always occurs within specific epistemic cultures (Knorr-

Cetina 1999; see also Fleck 1980 [1935]; Latour/Woolgar 1979), the impact

of AI-based methods on scientific research is only determinable by closely

observing the interplay of technology and research practices. Their alleged

opacity is an obstacle here: While AI-based approaches make it possible to

process data in novel ways (i.e., identifying, classifying, categorizing), they

partially or completely disable researchers’ abilities to comprehend and track

these AI-based processes (Adadi/Berrada 2018; Sudmann 2019). In light of

these observations, we follow the hypothesis that data-driven and AI-based

methods enable new epistemologies precisely by transforming one of the

most long-standing scientific practices of all: AI changes the way researchers

interact with and relate to data.Hence, we believe it is important to compare the

specific impact of ANNs and ML procedures with existing findings on digital

methods in the sciences, most notably simulation, big data, and statistical

probability (Ash/Kitchin/Leszczynski 2019; Gramelsberger 2011; Leonelli 2016;

Krüger/Daston/Heidelberger 1987).

Therefore, we currently investigate how AI-based methods are situated in

concrete and specific research environments which draw together technolo-

gies and practices. We carefully develop our findings from firsthand knowl-

edge of outstanding current AI research projects operating within the novel

conditions of data infrastructures. We also take into account the history of

the specific methods in question, including their affordances, and contextu-

alize these techno-practical configurationswithin an in-depth history of data-

based scientific practices. It is intended that our observations will eventually

inform new research approaches, as our findings will be fed back into the de-

velopment of an AI-based system that structures and comprehends scientific

content from several modalities including text, speeches, and meetings. This
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includes a multitude of components such as automatic speech recognition,

segmentation to automatically divide the content into coherent chapters, and

text summarization. With this system, we hope to support the answering of

meta-research questions of AI as part of our project.

To this end, and given the prevalence of data-driven research across disci-

plines,wehave set-upa transdisciplinary researchproject combining the expertise

of three disciplines: thinking through the complex entanglements of technolo-

gies, culture, and practices is one of the core assets ofmedia studies; providing

an in-depth history of data and modeling practices in various methodological

traditions is the key contribution of the history of science; developing a profound

mathematical understanding of AI models and using computational methods

to engineer a cutting-edge tool for using AI to study AI is the current task

of our project in computer science. We combine the expertise of these three

disciplines to study the socio-technical uses of AI in three carefully selected

external research projects. From an original sample of close to 150 research

projects working with AI-based methods in Europe (“How is Artificial Intelli-

gence Changing Science?” 2023), we have chosen three projects from three dif-

ferent disciplines as the center of our investigation (film studies, sociology and

climatology/Earth sciences). To capture the current changes brought about by

AI in general and ML and ANNs in particular, our working groups in media

studies (MS), history of science (HS), and computer science (CS) will combine the

specific strengths of the most advanced methods from their respective fields.

The project will allow a unique documentation and investigation in this pivotal

decade.Otherwise,many of the traces of this historical shift which are obtain-

able now, will be irretrievably lost.

In the following, we have compiled a selection of theses that address some

of the central aspects and considerations of our research groupwhile also illus-

trating the range of different disciplinary perspectives on the various dimen-

sions of AI in science. Each thesis is preceded by a quote, pointing to a larger

topic to be further investigated in the course of the research project.

Thesis I: AI revolution

Major economies are on the ‘cusp of an AI revolution’ that could trigger job

losses in skilled professions such as law, medicine and finance, according to

an influential international organisation. (Milmo 2023)
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One obvious rhetoric in the discourse of so-called “AI” is that we are dealing

with a “revolution”. This seems to imply that some fundamental change will

occur with the advent of AI technologies. This is easier said than understood.

Often the rhetoric of “revolution” is simply used formarketing –because a new

product, be it an advanced toothbrush or a new type of AI software, sells better

if it is claimed to be a brand-new breakthrough of some kind. In that case “rev-

olution” is used as a synonym to the entrepreneurial buzzword “disruption”. It

is normally not meant that a fundamental societal upheaval is to be expected

(and that is the idea connectedwith theword “revolution” in the twentieth cen-

tury), but just that there is a new product that displaces other products on the

market.Basically, this is also themeaning of the recent and somewhat disturb-

ingannouncements ofAI-producing companies that their ownproductsmight

put humanity in danger – and call for regulation. If they are in fact so danger-

ous, why don’t they simply stop producing these programs? It is more likely

that they want to direct attention to how powerful their brand-new products

might be or that the established players want to impede competition.

Besides that and if you take the claimof “revolution”more seriously, it is of-

ten not very clear what exactly is meant by that. If we take the example above,

mentioned inTheGuardian, a “revolution” was indeed the case if the job losses

triggered by AI would lead to the fundamental impossibility of our (capital-

ist) societies, based on wage labor, to reproduce itself (on the following, see

Schröter 2019). This problem of “technological unemployment” is actually an

effect that was predicted by certain strands of Marxian theory already long

ago, and long before AI. For many authors, this means that capitalism has to

be overcome, or at least that radical political solutions, like unconditional ba-

sic income, have to be sought for. But is this really meant by the headline of

The Guardian? Even ifThe Guardian is left-leaning, it can be doubted that it re-

ally wants to say that the (often postponed) terminal crisis of capitalism is now

really here –with AI.That would be a “revolution” indeed. It is more likely that

the articlewants to say that certain professions that seemed safe so far are now

also under the threat of automation. Although thismight be bad for the people

involved, this is nothing new. Many technological transformations happened

in the last 150 years, many people lost their jobs, but also many new profes-

sions appeared. In the current situation, one presumably new development is

thedestabilizationof thepositionof ‘knowledgeworkers’ and creativeworkers,

i.e., subjects whose tasks have up till now not been automatable to a satisfying

degree. If this shift will evoke a fundamental change in the dynamics of the

division of labor remains to be a point of investigation. However, drawing on
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a wider perspective it can be said that certain rhetoric and discursive figures

always return with new technologies (see Kümmel/Scholz/Schumacher 2004).

New technologies are very often accompanied by utopian and dystopian ideas

regarding their possible effects. To name only one example related to AI, that

has also been the case with the internet (Schröter 2004). In the end, neither

theworst fears came true nor the utopian paradise started.No (technologically

driven) revolution happened, but given social structures were extended, accel-

erated and thereby transformed (but not in an abrupt “revolutionary” way).

The internet is a very good example for that: Instead of leading immediately

(dystopian) to a totalitarianhive-mindor (utopian) to a“frictionless capitalism”

(a term coined by Bill Gates, see Schröter 2012) or even to a post-capitalist so-

ciety, it became integrated into real existing capitalism (quite full of frictions),

extending (to “friendship”, into every moment and place of life etc.) and accel-

erating it –stepby step.There isno reason toexpect that thiswill be fundamen-

tally differentwithAI.Neither thedystopian (AIwill takeover theworld andkill

everyone, capitalism collapses and this leads to total social disaster, etc.), nor

the utopian (AI will solve all problems, a wonderful post-capitalist society will

be born, etc.) visionswill come true –but as always some of the good and some

of the bad prospects will be realized and a lot more things will happen which

were not expected or predicted at all. But that they were not expected doesn’t

amount to a “revolution” – that’s just what history is.

Ifwenow turn to our project called “How isArtificial IntelligenceChanging

Science?” – can we say that there is a kind of “scientific revolution” caused by

AI (thatmeans todaymainlymachine learning)? Given the state of the research

wehave done, it is too early to give a clear-cut answer –but our preliminary re-

search shows that it might make sense to be cautious here too. On the basis of

our research on how machine learning (and computer simulation) is used in

high-energy physics (Schröter 2021; Radovic et al. 2018), we were able to test

a claim regarding an alleged “scientific revolution” in science – the case is for-

mulated in Anderson’s (2008) much discussed paper on the “end of theory”.

His argument does not address AI directly – but the role of detecting patterns

in large amounts of data which is exactly the task of many AI-systems today.

He argues that the classical procedure of the natural sciences is now obsolete:

While it was, prior to “big data”, necessary to formulate a theory which then

has to be tested in experiments, now it is enough to observe patterns and cor-

relations in data. Theory is not needed anymore – a “scientific revolution” in-

deed. But at least for the case studied, this argument turned out to be wrong.

Theory, very complicated theory, is still needed in particle physics. It predicts
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effects. Based on the theory, simulation models are generated that show how

the patterns of the predicted effectswould “look” like in the particle accelerator

that is used to conduct experiments.Themachine learning systems are trained

with these simulated patterns – and then they filter out possible fitting pat-

terns from the gigantic data stream produced by the accelerator. In this way,

the predictedHiggs bosonwas found in 2012.Although the basic epistemology

seems unchanged, in detail there are differences:

The traditional way to analyze, or generate simulated, data is to first develop

algorithms based on domain knowledge, then implement them in software,

and use the resulting programs to analyze or generate data. This process is

labor intensive, and analyzing complex datasets with many input variables

becomes increasingly difficult and sometimes intractable. Artificial intelli-

gence (AI) and the subfield of machine learning (ML) attack these problems

in a different way: instead of humans developing highly specialized algo-

rithms, computers learn from data how to analyze complex data and pro-

duce the desired results. There is no need to explicitly program the com-

puters. Instead, ML algorithms use (often large amounts of) data to build

models with relatively small human intervention. These models can then

be applied to predict the behavior of new, previously unseen data, to detect

anomalies or to generate simulated data. (Bourilkov 2019: 1f.)

That means: The application of AI systems leads to continuities and disconti-

nuities at the same time.Our thesis is also: “Revolution” is a toonarrowconcept

to describe the coexistence of continuities and discontinuities in the process of

the diffusion of AI.One needsmore differentiated concepts frommedia histo-

riography (Schröter/Schwering 2014) to describe the effects of AI, even when

only focused on the use of AI in different fields of science.

It is, of course, not necessary to conclude that the application of machine

learning inother scientificfields follows the same trajectory.While inphysics it

seems to change nothing on a fundamental epistemic level (except for making

use of far larger datasets as before), thismight turn out to be different in other

disciplines.This is essentially what our project tries to find out.
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Thesis II: AI embedded

[I]n order to grasp […] unwillingness to comply with mechanical innovation,

we need towiden our perspective beyondmachine technology. (vonOertzen

2017: 131)

For research on the implementation or the non-implementation of new tech-

nologies in various (scientific) fields, close attention should be paid to the in-

frastructures in which these technologies like machine learning are embed-

ded. This allows for an analysis which refrains from conceptualizing abstract

“technological enhancements” as the sole driving force of history. In this re-

gard, non-implementations of AI technologies in scientific fields should not

a priori be regarded as motivated by irrational conservatism or technophobia

butmust be researchedwithin their specific political economy.Three examples

from different scientific fields will serve to underpin this argument:

In the article quoted above, it is illustrated how the 19th-century Prussian

census system by relying on “manual concepts, technologies, and practices of

data power” (von Oertzen 2017: 129) managed to reach a similar level of effec-

tiveness compared to other states which had implemented the Hollerith ma-

chine. Even after the eventual switch to machine-readable punch cards in the

late 19th centurywhich “enabled statisticians to accomplish tasks thatwere im-

possible to perform manually […] they rested firmly on the concepts and pa-

per tools developed for manual use.” (ibid.: 132) This episode can serve as an

incentive to investigate thoroughly the conditions of the possibility of imple-

menting new technologies instead of focusing on tech companies’ accelerating

announcements of revolutions and breakthroughs in their technological prod-

ucts.

Another important aspect of institutions’ rigidity or refusal to implement

new technologies has to do with what STS scholars Sheila Jasanoff, Ulrike

Felt and others have coined as “sociotechnical imaginaries”, i.e., “collective-

ly held, institutionally stabilized, and publicly performed visions of desir-

able futures, animated by shared understandings of forms of social life and

social order attainable through, and supportive of, advances in science and

technology.” (Jasanoff 2015: 4). An episode from Western German computer

history can serve as an example thereof: When Remington Rand delivered Eu-

rope’s first large-scale computer system UNIVAC I to Frankfurt am Main in

1956, it caused considerable sensation about this “electronic brain”. However,
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the plan to rent the machine to local companies for computational work ulti-

mately failed and theUNIVACIwas shutdown.As computerhistorianCorinna

Schlombs argues, this failure was mainly due to Remington Rand’s ignorance

of “local customs and traditions” (Schlombs 2010: 98). This concerned the dif-

ferent organizations and sizes of German companies (139), European labor law

(97), different infrastructural conditions, like electrical plugs (140) as well as

the – proclaimed by a company report – “German users tend[ing] to be some-

what skeptical of the large scale systems” (ibid.: 139). Only after adapting to

European conditions were Remington Rand’s products able to gain a foothold

in the European market. The story of the UNIVAC I points to the important

question of why a technology does not fit into an environment, its types of or-

ganization, its infrastructures, and its sociotechnical imaginaries and which

adaptive measures are taken to enable an implementation.

For the case of AI technology, such a focus on the infrastructural condi-

tions of possibility (or impossibility) can further be helpful to grasp the differ-

ent transformative speeds of human (scientific) practice. Instead of standing

in awe of the daily releases and presentations and newmodels, close attention

should be paid to a possible gap between modeling and implementation as to

refrain from writing a mere history of ideas. As Urvi Sonawane and Matthieu

Komorowski show in their contribution to this volume for the field of medi-

cal intensive care, “there is an increasing number of AI prototypes and early

models beingdevelopedand trialled” (Sonawane/Komorowski 2023: 161).At the

same time, “there seems to be a disproportionate disparity when it comes to

translating these AImodels fromproduction to clinical evaluation.” (ibid.: 161).

Although the number of AI models released for the use in intensive care has

risen significantly, implementation remains scarce. According to the authors,

this is because, “the successful algorithms are less suited to be rolled out on a

large-scale healthcare service or even across a country” (ibid.: 164) aswell as the

fact that “AI systems are notoriously difficult to integrate within and between

systems” (ibid.: 164). Again, here it is the “problem” of different organizational

systems and infrastructures being grown over a considerable amount of time,

which yet complicates the AI models’ widespread use in intensive care.This is

of course not to foreclose the possibility that these systems can be fundamen-

tally alteredby the advent ofnew technologies.However, close attention should

be paid to these different speeds of practical transformation by (AI) technology

which can be addressed by an approach as outlined above.
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Thesis III: Epistemological potentials

Statistics is the study of uncertainty. (Lindley 2000: 301)

Machine learning is essentially a form of statistics, and AI applications clearly

display a statistical anatomy (Alpaydin 2016: 27). Hence one might think that

the main task of machine learning approaches of AI would be the study of

uncertainty. Indeed, specifically, artificial neural networks (ANNs) allow a new

technical level of dealing with problems of uncertainty, for example dealing

with incomplete information or predicting future events. Nevertheless, it

would be insufficient to simply describe the general capabilities of ANNs

in the processing of uncertainty. As a predictive technology, ANNs are, of

course, in some way always related to problems of uncertainty, yet this does

not accurately describe their enormous epistemic-technical capability to deal

with different forms of vagueness or fuzziness related to visual or acoustic

challenges of pattern recognition.

Over the course of the 19th century, statistical methods and probabilistic

approaches took a successful hold in sciences as diverse as psychology and pa-

leontology, sociology and astronomy, evolutionary biology and economic rea-

soning about risk and crime, in insurance and gambling.This unanimous shift

towards quantitative methods came at a price. At its core lay the acceptance of

less precision – or the new form of evidence which was later deemed as prob-

abilistic revolution (Krüger/Daston/Heidelberger 1987). Back then, questions

of fuzziness and uncertainty were intensively discussed by scientists such as

Gustav T. Fechner and Pierre-Simon Laplace, as a shift away from the ideal of

determinism that still prevailed at the beginning of that century.Currently, the

boom in statistical AI in the form of ANNs, among others, makes the discus-

sion of questions of uncertainty and fuzziness seem particularly urgent.

Already Claude Shannon’smathematical theory of communication formu-

lated as a theorem on what digital technology in the form of computers was

soon to achieve, namely dealing with problems of uncertainty, be it in relation

to communication and its encryption or decryption or in relation to the predic-

tion of flying objects in the application of radar technology.What correspond-

ing communications technology or, ultimately, a computer achieved in the one

case as well as in the other, in information-theoretical terms, is to distinguish
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between information and noise, and to make this possible as an exact calcula-

tion. And it was precisely for this purpose that the principle of binary circuitry

proved to be particularly effective.

However, as became apparent in the course of the second half of the 20th

century, certain more sophisticated problems of fuzziness were very difficult

to solve for decades, e.g., enabling a computer to visually perceive its environ-

ment and objects in it. No matter which AI methods were used to approach

such tasks, whether with so-called symbolic, rule-based AI or with subsym-

bolic AI in the form of ANNs or with approaches of so-called fuzzy sets, in

the end, all thesemethods, despite selective progress, remained quite far away

fromwhat current AI implementations are capable of, until the 2000s.

It was only about 15 years ago that the situation changed significantly, as

the important fields of AI work, computer vision or natural language process-

ing, exemplify. Only then were computers able to cope with technically more

demanding problems of fuzziness of various types much better.

We would like to briefly highlight this epistemic potential once again: Ma-

chine learning methods in the form of ANNs are in any case not only able to

recognize patterns in complex data that are difficult for us humans to recog-

nize due to their size and complexity and therefore present themselves to us

as fuzzy, but which are themselves fuzzy and/or incomplete as statistical pat-

terns.ANNs canproduce usable output despite incomplete data or on the basis

of fuzzy patterns, and they can do this by calculating not exactly, but approxi-

mately, i.e., quasi-fuzzy themselves.Thus, already the iterative, optimisation-

oriented training process of machine learning methods can ideally be under-

stood as a process of successive reduction of the prediction error, thereby ap-

proximating the real data distribution.Moreover, in the context of ANNs, there

is now a broad portfolio of methods for dealing with uncertainty problems in-

cludingensemblemethods,data augmentationmethods,dropout and transfer

learning.

Thesis IV: Big tech and academia

One important feature of AI’s modern R&D trajectory is that private compa-

nies native to the digital economy such as Google and Facebook are playing

an increasingly important role in basic research activities that used to be the

domain of academia. (Jurowetzki et al. 2021: 3)
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As in many other fields, the conditions of possibility for applying AI processes

in the sciences are shapedmore than ever by the big tech industry.

First, there is an industry-wide tendency to provide universal, i.e., non-

domain-specific, infrastructural support and tools to users.This includes sys-

tems such as ChatGPT.

Second, the big tech industry aswell as leading AI companies such asOpen

AI or Antrophic are selectively engaged in solving fundamental problems of

science in different domains for which a) technical-epistemic approaches of

AI are particularly suitable and which b) should also redeem the claim to be

socially responsible AI. In this respect, it cannot be surprising that some of the

most important AI developments in this regard have taken place in the field of

medicine.

Third, and this seems to us to be a particularly revealing area, the big tech

industry is also the addressee for requests for support or funding of scientific

projects that are developed by universities or private research institutions.

Fourth, it can be assumed that the big tech industry will drive the develop-

ment of domain-specific tools and infrastructure offerings evenmore strongly

in the future.Meta’s scientific languagemodelGalactica (Taylor et al. 2022) and

Google’s languagemodel for medicine dubbedMed-PaLM (Singhal et al. 2023)

are indicative of this trend.

The points listed here are certainly not specific to the big tech industry.

On the contrary, it can be assumed that corresponding activities are generally

driven by the tech industry, including start-ups.However, themore successful

the respective activities and developments are, the greater the likelihood that

either corresponding start-upswill be acquiredor the big tech industrywill de-

velop similar tools or offerings, even if this potentially leads to legal conflicts.

From our perspective, at any rate, there is a serious transnational depen-

dence of the sciences on industry, the precise conditions of which, in turn, ur-

gently need to be researched on an interdisciplinary basis.

There are already signs that universities inEuropewant to strengthen their

independence from the big tech industry with regard to their research activi-

ties, but also in terms of teaching, while at the same time and to a certain ex-

tent paradoxically there is a university policy interest in promoting alliances

between science and industry in the development of AI projects, whereby local

and regional funding aspects may be of importance here.

Oneof the problems concerning the relationship between industry and sci-

ence also includes the fact that, on the one hand, the industry generally has an

interest in ensuring that universities are able to train sufficiently qualified sci-



44 Beyond Quantity

entists, while at the same time, it also has a considerable share in the fact that

particularly qualified scientists leave universities for industry and, in part, in-

dustry is increasinglymoving topromote the internal trainingof IT specialists.

The aspects mentioned above thus concern fundamental questions about

the conditions of digital science in the present. It seems important to us, how-

ever, that all the industrial and infrastructural problems and challenges men-

tioned above are causally linked to the specific potentials of subsymbolic AI.

The dependencies indicated heremust be critically questioned, not only as

a questionable contrast between a big tech industry worthy of criticism and

university research supposedly independent from the outset, but in general

with a view to the possibility of sustainably protecting technology from mis-

use, whether in the context of the private sector or with a view to public/state

structures.Democratic statesmay lose their democratic or progressive status,

much as the policies of large corporations may change drastically, and with it

the question of what purposes AI is used for in the first place. Based on our ob-

servations so far, having to seriously consider the long-term consequences of

AI is a relatively new phenomenon. Until recently, it seemed important to free

AI fromspeculative discourse, and rather address problemsofAI’s present,but

in light of recent developments, it does indeed seem necessary to extrapolate

current developments and their speed towhat problemswill arise not just now,

but in 5 or 10 years.

Thesis V: Expert crisis

AI experts are in short supply. That’smaking the skills crisis worse. (Headline

of an article on ZDnet, Hughes 2022)

One consequence of the fact that approaches of ANNs and other forms of ma-

chine learning could not really be used comprehensively or for advanced tasks,

e.g., in many fields of science, is that a corresponding tradition of expertise

was missing at the beginning of the current AI boom. Only a relatively small

number of researchers in Europe and the US focused on or worked with such

approaches in typical fields of AI research before 2016. Moreover, those who

worked with ANNs in computer science in the 1990s and early 2000s, for ex-

ample,had significant problems themselves at the time in being able tofinance

and publish their research at all.The establishment of the term ‘deep learning’



Andreas Sudmann et al.: Research with Subsymbolic AI 45

for ANNs from around 2006 onwards had a lot to do with the reputation of

ANNs as ultimately being more or less a dead end in AI research, or as ulti-

mately not being a target-oriented approach for many advanced problems in

computer science. Accordingly, for a long time, it was an internationally very

manageable community that continued unperturbed with ANN-based AI, in

German-speaking countries, for example, research groups around Helge Rit-

ter, Jürgen Schmidhuber and AlexanderWaibel.

Against this background, the contrast to today’s situation could hardly be

more extreme. Especially from 2016 on, i.e., since the success of AlphaGo, a

gold-rushmood has developed rapidly, which in turn not only affected the sci-

entific field alone but more or less the society as a whole.1

From a disciplinary point of view, it is obvious that computer science in

particular has benefited from the corresponding AI boom. In fact, it has not

hurt the discipline in principle to have underestimated the epistemic potential

of ANNs at the time.

Computer science is the bigwinner of the current AI boom in two respects:

on the one hand, because of its historical core competencewith respect to both

the development and critical reflection of AI, and on the other hand, because

of its now once again strengthened role as a collaborative or auxiliary disci-

pline of other subjects. Itmaybe that somedisciplines, such asmathematics or

physics, are not dependent on the external competencies of computer science

to develop AI models for their purposes, but the humanities, cultural studies

and social sciences are (even though in these areas knowledge on computer sci-

ence has increased significantly in the recent past).

At the same time, the cultural sciences, social sciences,andhumanities also

benefit prima facie considerably from the sustained boom in AI.This applies,

among other things, to philosophy, whose expertise has been called upon for

some years now, especially for ethical issues in AI.

Finally, this concerns the interdisciplinary and transdisciplinary research

field of digital humanities. Even if the corresponding orders of magnitude are

difficult to estimate, one can certainly argue that AI, and especially forms of

generative AI, have an important catalytic function in significantly expanding

1 A German platform currently lists 152 institutes and other institutions at German uni-

versities that conduct research with/on AI (Lernende Systeme 2022). Also see Huber/

Huth/Alsabah (2020), a Bitkom survey according to which there are about 220 AI pro-

fessorships in Germany at the time of the survey. Finally, one could point to the 100 AI

Professorships Initiative, initiated in 2018 (BMBF 2022).
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the possible uses of computers and Big Data, in the humanities and cultural

studies, whether in research, or also in other areas such as teaching.

However, on the basis of our studies so far, we can state that certain sub-

jects or research fields, such as climatology, are only gradually incorporating

AI approaches to their research questions, and to a rather limited extent, and

in some cases, there is also a rather great skepticism, perhaps even a certain

conservatism, about using corresponding technologies.

Thesis VI: Sociological split seconds

Computational social science is an interdisciplinary field that advances

theories of human behavior by applying computational techniques to large

datasets from social media sites, the Internet, or other digitized archives

such as administrative records. Our definition forefronts sociological theory

because we believe the future of the field within sociology depends not only

on novel data sources and methods, but also on its capacity to produce new

theories of human behavior or elaborate on existing explanations of the

social world. (Edelmann et al. 2020)

A general phenomenon in the research landscape is the bifurcation of disci-

plines in a general and a computational branch. For instance, these twin disci-

plines have become a reality in many fields of the social sciences and are even

traceable by citation analysis. Is computational sociology, which emerged to-

wards the end of the 20th century, out of tune with the offline society or so-

ciological theory? Will such disciplines eventually divide for good despite the

integrative gestures the computational disciplines may provide? It is entirely

conceivable that digital historianswill seize to travel to the communities’main

conferences (like the “Historikertag”). It is possible that computational Earth

scientists find it easier to talkmethodwith colleagues from the digital human-

ities than with colleagues returning from the field with samples and earth on

their boots.

Technological advances provide new tools. Arguably, these provide new

gravitational forces towards specific scientific methods and topics. The in-

tegration of new kinds of data practices across disciplines is all but new.

Throughout the last centuries, the sciences, social sciences and humani-

ties have benefited significantly from the availability of data. The empirical

sciences of the 17th century, the social sciences of the 19th century and the
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digital humanities of the 21st century all profited from the influx of serialized

and quantified types of information into their research methods. While it is

probably the humanities which will be affected most by AI’s conquest of the

qualitative dimension, the social sciences present a puzzle.

For instance, the emergence of a separate field of computational soci-

ology is a most interesting case, given the high affinity of sociology to data

and empirical methods. This discipline can be said to have co-emerged with

census taking and the intensified collection of data about the social from

Adolphe Quetelet onwards. His “social physics” and his training with leading

astronomers in Paris did not only lead him to stipulate neutral laws of the

social, but let him develop moral statistics, a brand of criminology if not

surveillance.

Given this high involvement of the discipline with social data, the division

into separated disciplines of sociology may come as a surprise. This is not to

say that sociologists do not embrace new data technologies. Attempts to map

all articles in theWeb of Science according to their level of AI-relatedmethods

show the social sciences almost as open to AI applications as the physical sci-

ences or the life sciences (Gargiulo et al. 2022, fig. 1). Yet, this adaptability does

not seemtoappeal to all sociologists andat themoment several fields of knowl-

edge split into computational versions of themselves.While this may prove to

be a passing occurrence, it can also be an indication that AI-basedmethodolo-

gies are not perceived as empirical in the traditional sense.

Thesis VII: Data colonialism

[...] I wonder whether data colonialism goes far enough to prompt a decolo-

nial shift in thinking, assuming again thatwe are in the realmofQuijano and

the modernity/coloniality school. Because the concept is more concerned

with datafication as resource extraction, and seems less concerned with the

key decolonial insight that Europe convinced itself and others that it has a

privileged objective position from which it may make universal assertions

and claims. (Mumford 2022: 1512)

In their widely discussed studies on data colonialismNick Couldry andUlisses

Mejias (2019a; 2019b) claim that a new regime of data extraction has emerged.

They see a logic of colonial dispossession at work because most data are col-

lected for free. After all, this annexation is happening on a global scale, and
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results in huge profits for a very small group of people. Most AI applications

still hinge on the availability of vast datasets and are part and parcel of the

said colonialism.The scope of this new rawmaterial is lamented and the prob-

lematic uses of a global surveillance capitalism are evoked. Some emphasize

the correlation of systems of data extraction with systems of value (Thatcher/

O’Sullivan/Mahmoudi 2016; Gray 2023).According toDenusaMumford (2022),

it seems questionable if the term colonization is already put to its best use in

this discussion. The critiques mainly address capitalist strategies, especially

the dynamics of primitive accumulation. While this dynamic is involved with

the Global North as colonizer, the term points towards the fate of the Global

South, but fails to show any specific engagement. Recent calls for epistemic

decolonization remain unheard. A decolonial approach would entail efforts to

decentralize one’s position, to seek out “other worldings”, to include specifics

of thediscussions fromthese regions,and to acknowledge the fundamental di-

versity of approaches.Thus, the diagnosis of data colonialismmight not go far

enough yet and would benefit from a deeper involvement with divergent per-

spectives from the outside, from the effects of data collection at the margins.

The history of data tries to make inroads and add to a fuller picture of the

specific performative effects of data collection at various points of a data jour-

ney (Aronova/von Oertzen/Sepkoski 2017; Leonelli/Tempini 2020). The global

data infrastructure is clearly built on an overexposure ofmarginalized and col-

onized bodies to various kinds of metrics (Hacking 1986; Lemov 2015; Radin

2017; TallBear 2013). Even these early colonial statistics and data collections al-

readyhad radical effects. Indigenous communities could suddenly be shown to

“go extinct” or dwindle under the curse of hunting parties of colonialists, hard

physical labor andnewcontagious diseases (Rowse 2017;Malègue 2018; Renard

2021).Themostwidelydiscussed caseof colonial statistics though is theperfor-

mative effect anddeep influencesof theprocessof counting itself (Zimmerman

1999; Schlicht/Ledebur/Echterhölter 2021). The famous case in point is proba-

bly the Indian census, where the British used the categories of “caste” for the

enumeration of all Hindus.Although castes existed in pre-colonial times, their

statistical versions made them more rigid, scientifically defined, prominent,

and publicly contested or lobbied for (Cohn 1987; Appadurai 1994; Dirks 2001).

This shows that the stakes are high for any category, classificatory scheme, or

label used on social data.The history of data classification is but one aspect of

the decolonization of our rapidly growing data architectures.

DuringGerman colonialism,data collections and land surveys consistently

relied on European legal notions and hence implemented foreign protocols.
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To reverse this and similar processes, several initiatives are trying to arrive at

more fitting frameworks for data collection in non-industrialized societies to-

day (Abdilla 2021). To involve communities and to encourage participation is

but one strategy to improve a technology that is perceived as “White” (Cave/

Dihal 2020). Against this background, current initiatives for “indigenous data

sovereignty” gain importance (Santos 2018; Kukutai/Taylor 2019; Lewis 2020),

and fluid identities are being discussed as a blueprint to build better modeled

and networked data infrastructures (Chun et al. 2019). Do indigenous percep-

tions of the non-human help to “breed” better algorithms? Who decides upon

the categories used in clustering or classification inwhich region of theworld?

Whatwould itmean,withDenusaMumford, to arrive at decolonial data archi-

tectures?

Thesis VIII: The labor landscape shift

ChatGPT and the like do improvise, promising to destabilize a lot of white-

collar work, regardless of whether they eliminate jobs or not. (Lowrey 2023)

In stark contrast to our long-standing expectations and to great surprise, AI is

not automating routine tasks or physical work as its first official act. Instead,

generative AI impacts highly-skilled creative and knowledge workers by pro-

ducing creative and knowledgeable output. In this respect, AI sets itself apart

from previous technological developments.

This new realization is fueled by several contemporary developments in

AI research. First and foremost, there has been remarkable progress in the

area of language models leading to singular models capable of fulfilling di-

verse tasks such as creative content generation, summarization, translation,

and code generation – to name a few of them. By defining instructions and

prompts,many more tasks are conceivable that previously required meaning-

ful investments and specialized systems.There are already several applications

that give a first glimpse of the potential for and the impact on certain profes-

sions.Softwareengineers are fast to adoptnewtechnical tools, such that it isno

surprise that GitHub Copilot, a coding assistant, already amassed over a mil-

lion users and is “behind an average of 46% of a developers’ code” (Zhao 2023).
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There are similar applications for other areas such as SciSpace Copilot,

aiming to help with scientific literature research, or Casetext, which assists

with legal research. For now, these systems are meant to be assistant to

workers rather than to act in full autonomy. However, AI research is in rapid

development2. The GitHub CEO, Thomas Dohmke, for example, claims that

GitHub CoPilot will “sooner than later” (Scheffler 2023) write “80% of the code”

(ibid.). It is an open question if this massive productivity gain will result in

job losses but at the very least it reshapes the nature of some professions,

adding oversight of and delegation to LLMs as a major bullet point to many

job descriptions. Notably, Meta itself, as one of the leaders in AI research,

announced to reduce hiring meaningfully going forward and focus instead

on developer productivity, with AI toolings like code assistants and chatbots

being a major part of that equation.

A relevant study in this context was conducted by Eloundou et al. (2023)

in which the authors try to identify jobs that are exposed to LLM technology.

While they neither provide a timeline nor make predictions on the impact

on the labor market, it is found that higher-income occupations are more af-

fected. Mathematicians, writers and authors, tax preparers, legal secretaries,

or proofreaders are among a set of professions that are fully or close to fully

exposed to LLMs; that means that LLMs take up to 100% of their occupational

activities.3

At the same time, there is another area of AI research swiftly progressing

and bringing completely different qualities to the debate. With the rise of re-

cent diffusionmodels such as Adobe Firefly,UnityMuse,Midjourney, and Sta-

bleDiffusion,AI image synthesis iswidely popularized, from the generation of

digital art to photorealistic art. Point-E or Builder Bot are first approaches to

3D content generation while Imagen Video and Make-A-Video conceptualize

video synthesis. Remarkably, the public outcry about this line of research has

beenmuch louder andmore popular, leading to several copyright lawsuits and

massive fears about potential job replacement.Presumably, that is, because vi-

sual output ismore tangible and inaccuracies are not as crucial or obvious. Ex-

emplary, Hollywood is one of several epicenters of this debate. While Disney

just released the TV show Secret Invasionwith an AI-generated opening, the ac-

tors guild SAG-AFTRA went on strike with one major contentious point being

2 Also see the following thesis, “AI’s Self-Evolution”.

3 The positive news for us in the research community is that professions related to sci-

ence and critical thinking were found to have a low exposure to LLMs.
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the digital replication of actors in films and shows. Again, the impacts on the

labormarket are hard to predict, however, in aNewYork Times (Roose 2022) ar-

ticle artists anecdotally describe the transformation of their work with the ar-

rival of AI tools, while a report by Rest of World (Zhou 2023) already claims an

effect of AI on the job market of game illustrators.

A recent McKinsey study (Chui et al. 2023) predicts a massive transforma-

tion of our economy and the labor market as a result of generative AI, encom-

passing both large language models and diffusion models. The report claims

“that half of today’s work activities could be automated” (ibid.). That is, how-

ever, on a largely uncertain timeline “between 2030 and 2060” (ibid.). In ac-

cordance with the study by Eloundou et al. and our own assumptions, the re-

port eventually sees high-income workers as the most impacted group of this

transformation. And while no one dares tomake a definitive prediction on the

impact of the labor market, “it’s important to be honest that it’s increasingly

going tomake some jobs not very relevant” (Altman 2022) as SamAltman him-

self puts it in an article on his website. At the very least, AI is predestined to

alter the labor landscape profoundly.

Thesis IX: AI’s self-evolution

[A] Large LanguageModel (LLM) is capable of improving its performance [...]

by training on its own generated labels. (Huang et al. 2022)

The landscape of AI is undergoing a transformative shift as we witness the

emergence of a cycle of self-evaluating and self-improving systems. Large lan-

guagemodels are at the forefront of this development,demonstrating the abil-

ity to assess the quality of and improve upon their own generations. At the

same time, generated output can be used to leverage and train the next gen-

eration of models or distill knowledge into more efficient ones allowing to de-

ploymodels on a large scale. Several recent developments are indicative of this

development.

To begin with, current LLMs are cheaper and already produce comparable

output compared to human labelers on crowdsourcing platforms such as Me-

chanical Turk in many tasks (Gilardi/Alizadeh/Kubli 2023). At the same time,

studies like the one by Veselovsky, Horta and West (2023) found that crowd
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workers increasinglyutilize LLMs themselves to complete their tasks. It is fore-

seeable that this will supercharge data collection inmany cases, increasing the

quantity of data while reducing the time needed.

Separately, there are a number of developments in AI research itself that

suggest an increasingly fast cycle of self-evaluation and improvement. For

example, the popular Alpaca model from Stanford (Taori et al. 2023) uses

GPT-3 to produce training data to fine-tune and alignMeta’s LLaMA language

model (Touvron et al. 2023). All this happened within two weeks of the release

of LLaMA, further indicating the rapid speed at which improvements are

achieved. Taori et al. use a recent trend in AI called “Self-Instruct” (Wang

et al. 2023) to automatically generate training data where a number of seed

tasks is defined and an LLM generates new instructions and corresponding

instruction-answer pairs for them.

In addition, there are other ways to utilize current LLMs. Traditionally,

LLMs but also other AI systems are evaluated by certain automated metrics.

However, thesemetrics are generally not perfect andonly offer correlationwith

human judgment to a certain degree.This prompted several researchers to de-

velop performancemetrics based on the judgment of LLMs, such as GPTScore

(Fuet al.2023) orGEMBA (Kocmiet al.2023). It is alsobecomingmore common

to evaluate LLMs only relative to each other using ratingmechanisms like ELO

(see Chatbot Arena by Zheng et al. 2023). One pressing question thatmay arise

now, is whether it is possible to use these capabilities in the training process

of an LLM. Presently, reinforcement learning from human feedback (RLHF;

Christiano et al. 2017) is used by state-of-the-art models like GPT-3. As part of

this, a reward model is trained based on human feedback.This reward model

can then be used as a proxy of human feedbackwhile fine-tuning the LLM. It is

conceivable though to use a fine-tuned LLM in place of humans to create syn-

thetic ranking data for the training of rewardmodels.This technique is further

called reinforcement learning fromAI feedback (RLAIF) and can potentially be

applied in an iterative fashion (Bai et al. 2022).

It also becomes more prevalent to use these self-evaluation capabilities to

improve the performance of current LLMs at inference time.Evenwithout fur-

ther training or fine-tuning, the model can reflect or critique itself by passing

the output again into the model and refine its output (Gou et al. 2023; Shinn/

Labash/Gopinath 2023; Xiao et al. 2023).

Now, with these trends reshaping AI, one could be tempted to speculate

about a vicious self-improvement cycle leading to the “singularity”. However,

it is important to temper these advances with the recognition that current AI
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systems including LLMs remain narrow in nature and are far from achieving

artificial general intelligence (AGI), thereby dispelling the notion of an immi-

nent transformative “singularity” or emergence of “superintelligence” driven

by existing AI paradigms. For this to happen, it might need a fundamentally

different approach to AI as suggested by Yann LeCun (2022) and others.
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When Achilles met the tortoise

Towards the problem of infinitesimals in machine learning1

Clemens Apprich

I would like to begin with a little story, a story that you probably already know.

It’s the story of Achilles and the tortoise.

One day, the hero of the Iliad met a tortoise whose mind was quicker

than its legs. She challenged Achilles to a race, but asked him for a head start.

Achilles willingly – and rather arrogantly – agreed to do so.The turtle crawled

away. Achilles took his time, laced his sandals and finally started to run. In no

time he covered the distance that had separated him from the turtle. In the

meantime, however, the tortoise had also crawled on, and, while Achilles was

catching up, she had again made a little progress. To cut the story short: no

matter how fast Achilles ran, the tortoise always stayed a little way ahead –

and so the famous hero could never catch up with the animal.

The storywas told in this or a similarway – there is no exact record –by the

Eleatic philosopher Zeno (around 490 to 430 BC) in order to present one of his

paradoxes. The dichotomy paradox goes as follows: Because the world is one,

movement is impossible. Every distance that a moving object has to cover can

be broken down into an infinite number of partial distances (e.g. by continu-

ous bisection: 1
2
, 1

4
, 1

8
, and so on), with one distance always remaining. As a

consequence, no movement can ever be carried out completely, because there

is always a distance remaining, no matter how small it may be.2

1 Parts of the argumentation in this article were developed in context of Simon Denny’s

collaborative exhibition Proof of Stakes: Technological Claims (Denny et al. 2022).

2 With this paradox, which exists in different variations (e.g., in the form of an infinite

regression), Zeno wanted to (at least if you follow common introductions into philo-

sophy) defend the teachings of his mentor Parmenides of Elea (born around 515 BC).

According to Plato (1997), Parmenides was accompanied by Zeno, when he met Socra-

tes around445BC inAthens and confrontedhimwith the astonishing claim that beings

(reality) are a holistic, unchangeable andunified entity (i.e. ontological/onticmonism).
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Of course, such an idea completely contradicts our everyday experience, as

it declares the immediate perception to be an illusion. Nevertheless – or pre-

cisely because of this – Zeno’s paradox, passed down via Plato’s dialogue “Par-

menides” (1997), would not let go of Western philosophy for the next two and

a half thousand years (from Archimedes to Giovanni Benedetti, to Isaac New-

ton, David Hume, Gottfried Wilhelm Leibniz, to Georg Cantor, Alfred North

Whitehead andGillesDeleuze –andmost recentlyGregoryChaitinwith his al-

gorithmic information theory).What it introduced andhas since thenhaunted

the history of science, in particular mathematics, is the problem of infinitesi-

mals –with infinitesimals beingdistances in space or time that denote a small-

est possible unit. It is assumed that an infinitesimal quantity is so close to zero

that it has no numerical effect; it simply eludes any attempt to measure it, like

sand trickling through your fingers.

Infinitesimals were crucial for the development of differential and integral

equations – also known as calculus. As is well established, Gottfried Wilhelm

Leibniz (1646 – 1716) and Isaac Newton (1642 – 1726) developed themathemati-

cal branch of infinitesimal calculus independently of each other (or so the story

goes) in the late 17th century.3Defining a systematicmethod for the calculation

of surfaces andmotion, it soon became a ‘killer application’ in modernmathe-

matics as it geared to solve practical problems (e.g. ballistic calculations, mo-

tion of planets, the design of bridges). Calculus, eventually, turned out “to be

the richest lode that the mathematicians have ever struck” (Kline 1977: 4). The

development of calculusmarked a new era inmathematics and its uses within

the sciences have continued to the present day.

Not surprisingly, calculus is also at the heart of today’s machine learning

processes. Understood as optimization problems, machine learning-algo-

rithms, in particular in the field of artificial neural networks, draw on calculus

and, as a consequence, entail some of the paradoxes that come with it. Hence,

by addressing the “quality issues” brought up in this volume, I want to argue

that a machine learning-model, precisely because it is built on an exhaustive

approximation as part of its optimization process, can never fully converge,

and as a consequence does not yield any final result. This is of relevance

because it shows that – contrary to widespread belief – machine learning is

deeply entangled with mathematics and logics.What’s more, such a paradox-

ical take on machine learning, which can also be seen as yet another iteration

3 In fact, the question of who invented calculus first became the subject of a huge con-

troversy, now known as the calculus controversy (cf. Hall 1980).
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of the “halting problem” (Turing 1936), resonates with recent debates around

the incomputability of reality (Parisi 2013; Fazi 2018; Galloway 2021) as well

as speculative attempts to overcome modern computation altogether (Amaro

2022). The goal of these interventions and by consequence the following ar-

ticle, is to highlight the necessity of moving beyond the limited imagination

of (statistical) probability with regard to machine learning models in order to

search for new “politics of possibility” (Amoore 2013).

1. Forever converging

In the beginning of Google’s Machine Learning Crash Course,4 Peter Norvig,

Head of Google Research, makes the remarkable statement that – with ma-

chine learning – we are now moving from mathematics to natural science,

from logics to statistics, and from coding to growingmodels:

Machine learning changes the way you think about a problem. Software en-

gineers are trained to think logically andmathematically […]. With machine

learning, the focus shifts from a mathematical science to a natural science:

we’re making observations about an uncertain world, running experiments,

and using statistics, not logic, to analyze the results of the experiment. The

ability to think like a scientist will expand your horizons and open up new

areas that you couldn’t explore without it. (Norvig 2020)

It is worthwhile to consider some of the deeper implications of Norvig’s state-

ment: What does it mean to move frommathematics to natural science? And,

in the process, do we really leave logic behind? What the statement implies,

is the fact that withmachine learning, and respectively neural networks as the

most recent implementationofmachine learning systems,wearemoving from

deductive to inductive methods of data processing: the model learns a corre-

lation pattern between input and output data in order to make predictions on

unseen data. To do so, a loss function is calculated for each instance, which

shows “howbad themodel’s predictionwas ona single example” (GoogleDevel-

opers 2020).5 Similar to the hot and cold play, the iterative strategy constitutes

4 Google’s MLCC is one of the most popular machine learning (online) course with tens

of thousands of users (Rosenberg 2018).

5 In the context ofmachine learning, unsupervised learning is often spoken of. However,

when training a model (e.g. a recommendation system) most commonly a supervised
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the essential thing of this learning approach, which, of course, corresponds to

the aforementioned optimization process.6

Figure 1: Machine Learning Crash Course (screenshot fromGoogle Developers 2020).

Suppose we had the time and the computing power to calculate the loss

function for all possible learning parameters: the result would be a convex

curve in which the rate of loss moves towards zero, that is the limit value to

which themodel converges.However, since the calculation of the loss function

procedure – or at least a mix of supervised and unsupervised learning – is used; this

means that a data set is used containing both features (e.g. age, gender, search history

of the user, temporal or geographical features in the data) and labels (what we want

to predict).

6 The search for the optimal parameters constitutes machine learning. As Adrian Ma-

ckenzie writes inMachine Learners (2017): “[O]ptimization techniques are the operatio-

nal underpinning of machine learning.Without their iterative process, there is noma-

chine in machine learning” (95).
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for every instance of a training set would take too long, a statistical method is

used to solve the optimization problem: the gradient descent.7

Figure 2: Machine Learning Crash Course (screenshot fromGoogle Developers 2020).

As is the case with mountaineering, the trick is to choose a descent direc-

tion and a step length in order to reach the valley of the curve as quickly as

possible or, in other words, to reduce the loss as quickly as possible.The start-

ing point is set arbitrarily, because it usually has no effect on the end result. To

find the next point along the loss function curve, the learning algorithm then

multiplies the gradient by a scalar quantity called the learning rate (sometimes

also step length, although this can bemisleading because the length of the step

changes relative to the scalar). For example: if the amount of the (negative) gra-

dient is 5 and the learning rate is 0.1, then the algorithm selects the next point

7 Gradient descent is one of many examples of optimization problems within machine

learning systems. Others include coordinate descent, coordinate ascent or convex op-

timization.



66 Beyond Quantity

0.5 units from the starting point and the next but one point at 0.05 units from

this point.8

The correct setting of the learning rate makes up a good part of machine

training.However, inpractice, it is notnecessary orpossible tofind the ‘perfect’

(or near-perfect) learning rate for successful training.Thegoal simply is to find

a learning rate large enough for themodel to converge in a timelymanner, but

not so large that it overshoots the target.

Figure 3: Machine Learning Crash Course (screenshot fromGoogle Developers 2020).

Hence, the idea behind gradient descent is to tweak the parameters itera-

tively until the algorithm converges to a minimum, that is to repeat the pro-

cess “until the difference between the old value and the new value is very small”

(Kansal 2020).Now, as you can already guess, behind the seemingly innocuous

notion very small lurks the two and a half thousand-year-old paradox of Zeno.

Because the learning steps gradually get smaller as the parameters approach

8 Another inspiration for this approach might be “fitness landscapes” (Wright 1932), a

concept developed as part of evolutionary biology in the 1930s. I thank Claus Pias for

this reference.
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the minimum, each step can be divided into an infinite number of sections

with the result that the model, at least in theory, never fully converges.

Peter Norvig argues that machine learning is no longer a logical problem,

but an experimental one.Thatmight be true if we follow the premise that with

machine learningwe aremoving from amathematical (i.e. deductive) to a nat-

ural (i.e. inductive) science. However, given the central role of mathematics in

the natural sciences when converting observations into measurements (not to

mention the creationofmeasurement itself), the statement seems tobeat odds

with its own premise.What it does though, is play right into the hands of sim-

ilar attempts to biologize AI and machine learning (i.e. to naturalize and thus

normalize the labor processes, the material infrastructures, but also the data

politics behind it).The apologists of the newmachine learning paradigmwant

to make us believe that the world of data is simply a natural phenomenon that

does away with logical, that is theoretical, explanations (cf. Anderson 2008).

What is not mentioned in Norvig’s statement, but is definitely an issue in

computer or the data sciences, is the fact that a machine learning algorithm

“must embody some knowledge or assumptions beyond the data it is given in

order to generalize beyond it” (Domingos 2012: 81). A machine learning algo-

rithm cannot see, hear, or perceive input examples (images, text, audio files,

etc.) directly. Instead, a representation of the data has to be created in order to

allow the model to see it. In other words, for the model to train, features have

to be selected (often even created) which, in the eyes of the still very human

trainer, best represent the data.9

Now this basic insight contradicts the common idea that we, and themod-

els respectively, simply have to look at the data to get the desired outcome.

What gets omitted, if not to say oppressed, in this rather naïve view, is the fact

that the desired outcome (together with its logics) is always already inscribed

in the process.With each iteration, themodel getsmore andmore tweaked to-

wards good property values (also called identity values) in order to filter out the

right information from the data set.10

9 A common practice in machine learning is actually called ‘feature engineering.’

10 This is in particular true for ‘reinforcement learning from human feedback’ (RLHF), a

technique to train a reward model from human feedback that is central to current ge-

nerative AI-systems such as GPT.
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2. Never being

With the alleged shift fromdeductive to inductive reasoning inmachine learn-

ing, a new kind of identity politics has entered the field.The problem is that the

hidden assumptions about the data, which directly inform themachine learn-

ing models, correspond in so many ways to the rather old, historically grown

social categories (e.g. race, class or gender). Reintroduced as natural represen-

tations, these categories bring about the much-discussed issues of data bias

and algorithmic discrimination (cf. Apprich et al. 2019). In this process, nor-

malizing standards such asWhiteness in algorithmic filtering and face recog-

nition, become the default setting of machine learning models (cf. Katz 2020:

172f.).

Due to the fact thatmodels learn frompast data in order to be able tomake

predictions about the future, machine learning turns into a self-fulfilling

prophecy. In her new bookDiscriminatingData (2021),Wendy Hui Kyong Chun

makes that point clear when she explains how

predictive algorithms […] are verified as correct if they predict the past cor-

rectly, for they are usually cross-validated using past data that are hidden

during the training period or out of sample data, similarly drawn from the

past. (ibid.: 46)

By becoming the ground truth of (inductive) machine learning, limited and bi-

ased data from the past foreclose, rather than enhance, the future, with the

effect that existing (racial, social and sexual) discrimination is perpetuated.

The usual answer to this problem is a call for better data or better models.

However, as RamonAmaro (2022) has shown, thosewell-intended attempts do

not break away from the epistemic violence of currentmachine learningmod-

els. Instead, they merely optimize discriminatory practices. He writes, “What

we experience today as algorithmic prejudice is thematerialization of an over-

riding logic of correlation and hierarchy hidden under the illusion of objec-

tivity” (ibid.: 61). Given the eugenic and biometric roots of correlation tech-

niques, the past truly overrides our present and future by propagating a natural

(i.e. eternal) truth throughmachine learning. Yet, to insist on the fact thatma-

chine learningmodels never fully converge, implies that they do not determine

an ultimate truth or identity (cf. Cheney-Lippold 2011).

Beyond Quantity then also means that there always remains a surplus that

cannot be calculated,because it does notfit into the (normalizing) normofma-
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chine learningmodels. It means to – as Amaro and Khan (2020) propose – de-

ploy a “calculus of variations”, able to explore the liminal space between algo-

rithmic calculations, the gaps and cracks that might open up to other, in par-

ticular non-white, versions of reality. Hence, exposing the internal limits of

machine learning systems by confronting them with indeterminacy, incom-

patibility, as well as a “Black totality, always already in the process of transfor-

mation” (Amaro 2022: 62),might provide a way to work through those systems

and put them to different ends.

The goal is to come up with machinic logics that break the shackles of

merely inductive, but also deductive, reasoning. Rather than confirming what

was already there, a generative (abductive) approach might allow for infinite

possibilities.Machine learning, in this perspective, exposes the limits of com-

putability in a productive way: To the same extent that learning algorithms

are contingent on infinitesimals, the models themselves are not fixed by any

preset identities or categories. On the contrary, the indeterminacy, in partic-

ular its inclusion in the calculation process, is what constitutes the ability to

learn (cf. Parisi 2018). Hence, if the goal of machine learning is to generalize a

model based on data, then generalization, when understood as an ongoing,

open process, is at the core of machine learning; this concerns the central idea

that concepts are not merely some abstract content that can be learned, but

actually develop through learning as a discursive (i.e. social) practice.11

For machine learning to transform (and not merely repeat) the world, it is

thus necessary

to move from seeing an inert model as the machine learner to seeing the

human researcher or developer – along with, and not separate from, his or

her model and surrounding relations – as the machine learner. (Reigeluth/

Castelle 2021: 104)

Because humans and machines are part of the same symbolic realm, they

are, as learners, contingent on the same “regular, discrete framework” (Galloway

2021: 123). Acknowledging the social (not merely mechanical or cognitive)

aspect of machine learning can help us better understand its ambiguity and

contingency –moving back and forth between the formalization of real-word

11 The idea of ‘concept-learning’ as a social practice goes back to the Soviet psychologist

Lev Vygotsky (1986).
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problems and the actual implementation of such models to process those

problems.

3. The incomputable

AccordingdoHartmutWinkler,processingas the thirdmedia functionof com-

puting (besides storingand transmitting) implies to recognize thedouble char-

acter of regularity or repetition and innovation:

Das Prozessieren – als Eingreifende Veränderung – scheint von vornherein

auf die Seite des Neuen zu fallen, insofern es eben Eingriff und Verände-

rung, und mit Blick auf die Wiederholung die Verschiebung, betont. (Win-

kler 2015: 107)

The idea of an “interfering transformation” is crucial for machine learning as

well. Precisely because it is characterized by variability and indeterminacy, it

relies on repetitive steps. In this sense, machine learning, which is defined by

the processing of data, also necessitates a formalization bymeans of program-

ming (Python) andmathematics (Calculus).

In contradiction to Peter Norvig’s statement, machine learning is deeply

logical and heavily relying onmathematical science. To claim otherwise would

be to promote a version of machine learning that is fetishized as a natural

thing and, therefore, hides its inner workings (i.e. the processing steps) from

its users. Consequently, Google TensorFlow as well as all the other machine

learning-infrastructures, such as Amazon Web Services or Azure Machine

Learning, depict themselves as mere services.12 Similar to the Internet’s

client/server architecture (cf. Krajewski 2018), these hidden infrastructures

are essential to how machine learning is presented to us and how these rep-

resentations influence our understanding of it (cf. Luchs/Apprich/Broersma

2023).

Contrary to the common belief that machine learning algorithms simply

process data until a final result is found, the actual process is rather messy.

In fact, contingency, indetermination and uncertainty are at the center of

modern mathematics and, therefore, computing. Luciana Parisi, by invoking

12 This becomes apparent in Google’s MLCC itself, when the (Python) code to run themo-

dels is literally hidden in foldout boxes.



Clemens Apprich: When Achilles met the tortoise 71

Gregory Chaitin’s algorithmic information theory (Chaitin 2004),13 explains

that “[s]ince there are infinities that cannot be compressed into simpler pos-

tulates, theories, truths, it follows that there are realities that are logically

irreducible” (Parisi 2021: 82). Accordingly, there are realities that cannot be

computed, because they cannot be captured by today’s algorithms. What we

experience with machine learning is not simply a shift from deduction to

induction, from mathematics and logics to natural sciences, but rather the

introduction of the incomputable (i.e. negativity) at the heart of computation.

With Turing’s “halting problem” (Turing 1936), which basically says that no

algorithm (i.e. a finite step-by-step procedure) exists, which can determine in

advancewhether amachinewill finish running aprogram,a fundamental shift

within the logic of calculation has occurred.The inherent limit of the discrete-

state machine opens it to dynamic forms of computation. Once more Parisi

(2015): “the calculation of randomness or infinites has now turned what was

defined as incomputables into a new form of probabilities, which are at once

discrete and infinite.” “In other words,” she continues,

whereas algorithmic automation has been understood as being funda-

mentally Turing’s discrete universal machine, the increasing volume of

incomputable data (or randomness) within online, distributive, and interac-

tive computation is now revealing that infinite, patternless data are rather

central to computational processing. (ibid.: 131)14

Applied to machine learning, this means that we are dealing with both, pat-

ternless data being processed and symbolic learning systems feeding on trial-

and-error. Instead of a mere step-by-step procedure, those systems are adap-

tive, precisely because they have to deal with the contingency of messy data.

Hence, the discrete framework of computation gets tainted by real-world ap-

plications with its infinite variations. Randomness, in this perspective, is not

outside of computation or machine learning, but the very core of them.

13 With his Algorithmic information theory Chaitin wants to prove that there is no such

thing as absolute certainty in mathematics. There are truths that cannot be proven,

problems that are impossible to solve.

14 In a similar way, M. Beatrice Fazi (2018) argues for the incompleteness and, therefore,

contingency of computation. Both see Kurt Gödel as a progenitor of the incomplete-

ness problem and its productive application in mathematics and, consequently, com-

putational thinking.
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Rather than following claims about the end of logics and theoretical expla-

nation,machine learning includes realities that cannotbeproven,but are yet to

be discovered.The immanent logic of those machines, therefore, offers a rad-

ical break with the inductive explanation of natural sciences, without falling

back into a deductive predictability of classic form of computation. Allowing

for “a computational thought that is contingent,andyetdoesnotbreakaway from

structure” (Fazi 2018: 210) could yield a machinic logic that actually might take

us by surprise. A newmode of thinking about themachinic based on its learn-

ing capacities and not as a one-sided solution for or against inductive or de-

ductive reasoning.

This brings us back to the beginning of this article. What if Zeno did not

simply use his paradoxes to confirm the ontological monism (i.e. the static

identity of all things) taught by his teacher Parmenides,15 but rather sought

to defend the idea of motion by putting it to a test? In other words, what if he

did not try to prove the one, but to problematize the many? That would bring

him very close to the here discussed problematization of incomputability, in

the sense that reality is less a question of true or false, but rather an affirma-

tionof its (infinite) possibilities.Aparadox,after all, always containsmore than

one perspective.
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From algorithmic thinking to thinking machines

Four theses on the position of artificial intelligence

in the history of technoscience

Matteo Pasquinelli

1. AI and the historical epistemology of science and technology

When analysing the impact of AI on science it would additionally be important

to clarify thepositionofAI in thehistoryof scienceand technology.Rather than

seeing it as a recent phenomenon, this paper aims in fact to contextualise AI

as part of the large history of technoscience. It further intends to shed light on

the relation of AI to the making of modern science and, in particular, to the

paradigms of mechanical, statistical and algorithmic thinking. Right here, at

the beginning, we should add an observation that is obvious to historians of

science and philosophy, but not as widely supported by computer scientists,

namely that the definition of intelligence is always historical: a universal defi-

nition of intelligence does not exist and this should be the perspective inwhich

AI shouldbe regarded.For this reason, the intentionofwriting thehistory ofAI

very quickly also turns into the project of a historical epistemology of intelligence,

in which AI is not only a technical artifact, but also a project based on and af-

fecting the definition and formalisation of human intelligence and knowledge.

In fact this paper would like to suggest to the field of AI studies, the incor-

poration of the method of historical epistemology of science and technology, which

has been propagated, in different ways, by Boris Hessen, Henryk Grossmann,

George Canguilhem and Gaston Bachelard and more recently by the work of

theMax Planck Institute for the History of Science in Berlin and other institu-

tions.1What is the approach of the historical epistemology of science and tech-

1 About the historical epistemology of AI, see Pasquinelli 2023; for a critique of social

constructivism in technology studies, seeWinner 1993; for an overviewof historical and
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nology? Byway of introduction,we could say thatwhile science and technology

studies in general emphasize the influence of external factors on science and

technology (unfoldingdifferent variants of social constructivism), historical epis-

temology on the other hand follows the dialectical interweaving of practice,

knowledge and tools within a broader economic and historical dynamic. To

paraphrase Boris Hessen’s famous study of Newton’s mechanics (Hessen 2009

[1931]), it could be said that historical epistemology is concerned with the in-

vestigation of the ‘economic and social roots’ of technoscience.

It should be noted that the method of the historical epistemology of sci-

ence and technology has been pursued by a large number of historians with-

out using this label. Feminist theorists such as Hilary Rose, Sandra Harding,

Evelyn Fox Keller and Silvia Federici, for instance, have contributed to explain-

ing the rise of modern rationality and mechanical thinking (to which AI also

belongs) in relation to the transformation of women’s bodies and the collec-

tive body in general into a productive and docile machine (see e.g., Rose/Rose

1976;Harding 1986; Keller 1985; Federici 2004).This paper attempts to illustrate

the paradigm of algorithmic thinking at the core of AI in the sameway (yetmore

modestly) inwhich the different schools of historical, critical, feminist and po-

litical epistemology have studied the rise ofmechanical thinking in the modern

age and,more in general, the social and economic genesis of the abstractions of

thought, such asnumber, time,and space in thehistory of humancivilisations.2

The following paper explores four theses:

I. AI as the denial of epistemology. In AI, the identification of machine output

with human intelligence has to be questioned: algorithmic thinking has to

be separated frommaterial algorithms. In the history of science and tech-

nology, usually, the mental model of an artefact is distinguished from the

material model, from the technical artefact that implements it.

II. AI as symbolic representation vs. modelling.The history of AI is not based on

a single definition of intelligence being mechanised, but on competing

models of intelligence and competing algorithms. AI algorithms are dis-

tinguished, for example, in those that aim at the direct implementation of

political epistemology see Omodeo 2019; Renn 2020; MPIWG 2012; Omodeo/Ienna/

Badino 2021; Schmidgen 2011.

2 Formechanical thinking, see Damerow et al. 2004 [1991]; for the notion of number, see

chapter 1 in this book and Damerow 2013 [1996]; for the notion of space, see Schemmel

2015.



Matteo Pasquinelli: From algorithmic thinking to thinking machines 77

logic (so-called GOFAI) and those that implement modelling techniques

(i.e., artificial neural network,machine learning, etc.).

III. AI as an experimental artefact. AI algorithms did not emerge from the top-

down application of mathematical ideas but through experimentation.

Specifically,machine learning took shape at the confluence of two lineages

of technoscience: electro-mechanical engineering and statistics.

IV. AI as an epistemic scaffolding andmeta-paradigm. Rather than a project to au-

tomate intelligence in theabstract,AI shouldbe consideredacomplexepis-

temic scaffolding and meta-paradigm in which social, technical, logical

and ideological factorshave tobe constantly analysed in their historical im-

brication and unfolding.

2. AI as the denial of epistemology

In the history of human civilization, tools have always emerged together with

a system of explicit or less explicit technical knowledge associated with them,

which is distinguished from the tools themselves.This aspect seems very con-

fused in the artefacts of AI that are said to directly automate human intelli-

gence.This epistemological dimension (or ‘epistemic gap’), that is the obvious

distinction between technical knowledge and tools exists, of course, also in the re-

cent variant of AI,machine learning, as the distinction between the know-how

to program an artificial neural network (e.g., in Python language) and their

application (e.g., in image recognition). Yet this distinction seems to be con-

tinuously removed from the debate on AI that is fixated on an equation unique

to the history of epistemology: machine output = intelligence.The faith in the

direct implementation of human reasoning into a machine or an algorithm

specifically belongs to the tradition of symbolic AI that has been canonically

established in Alan Turing’s essay ‘ComputingMachinery and Intelligence’ and

theDartmouthworkshop in 1956 in preparation of whichMcCarthy coined the

term ‘artificial intelligence’ (Turing 1950; McCarthy et al. 2006 [1955]).

Traditionally, epistemology is a meta-reflection on the conditions of in-

telligent behaviour and knowledge making. It is based on the assumption

that thinking is not immediate but mediated – by practices, tools, cultural

techniques, language, physical properties of the brain, cognitive maps inside

and outside the brain, etc. Epistemology is the self-awareness of the hiatus

between reason and the medium of reason. When this canonical lesson is

brought to the case of AI, an obstacle is perceived, as the main assumption is
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that AI is the straightforward implementation of intelligence. I would like to

define provisionally as ‘folk AI’ (after the known expression ‘folk psychology’)

the superficial identification of the output of a machine with intelligent be-

haviour and advance the hypothesis that such denial of the epistemological

questions (and epistemology in general as a meta-discourse) has affected not

only the scientific definition of AI but also its historiography since the 1950

and even earlier.

Ultimately, it should be noted that the propositional knowledge that sym-

bolic AI aims at automating is not equivalent to scientific and experimental

knowledge, that is a full process of knowledge making which is convention-

ally based on the progressive stages of observation, hypothesis, and testing.

In short, back in the 1950s symbolic AI (as most of cybernetics) already repre-

sented a reductionism of scientific mentality and obliteration of the experimental

method, whose consequences are yet to be studied.

Interestingly, it has not been the work of philosophers of mind but the in-

dustrial and commercial successes of deep learning in the automation ofman-

ual andmental labour which have forced scholars to look back at the history of

computation, cybernetics and AI with a different perspective, prompting ev-

eryone to rediscover the fundamental difference between symbolic and con-

nectionist AI. Even at this stage of widespread celebration of the powers of AI,

the confusion remains: today we call ‘artificial intelligence’ what was actually

the rival paradigm of artificial intelligence in the 1950s, namely artificial neu-

ral networks research, or connectionism. This terminological confusion and

the current lack of a proper AI historiography is not related to the fact that AI is

a novel field (it is at least half a century old), but to the cultural and philosoph-

ical hegemony of symbolic AI, which has obscured other readings and inter-

pretations, especially regarding connectionism, statistics andmodelling tech-

niques.

3. AI as symbolic representation vs. modelling

Connectionism developed on the basis of different postulates than symbolic

AI and it is actually even older. Connectionism was initiated by two historical

papers byWarren McCulloch andWalter Pitts (‘A Logical Calculus of the Ideas

Immanent inNervousActivity’ from1943 and ‘Howweknowuniversals theper-

ception of auditory and visual forms’ from 1947).The term ‘connectionist’ itself

was introduced by Donald Hebb to describe the organisation of neurons in his
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1949bookTheOrganizationofBehavior.Thisbookwasalso crucial for introducing

the so-called Hebbian rule of neuroplasticity ‘Neurons that fire together, wire

together’, which would have a deep influence on the history of connectionism

and cognitive science. Frank Rosenblatt adopted the term in 1958 to define his

theory of artificial neural networks.

In which way is connectionism different from symbolic AI? According to

symbolic AI, human thought can be formalised into mathematical or proposi-

tional logic, which can be then implemented into a deductive algorithm and

successfully mechanised. Connectionism, on the other hand, is not concerned

with human thinking per se rather the material processes of the brain that

make thinking possible – in particular the functioning of neural networks,

which were then seen and formalised as computing networks. According to

connectionism, the brain thinks by building models of the world through the

self-organisation of its neural networks and this process can be emulated by

inductive algorithms and differential equations that describe the parameters

of suchmodels.

Folk AI and its specific form of epistemic reductionism should be under-

stood in the background of the confrontation of these two paradigms of intel-

ligence and computing. However, folk AI is not only based on the assumption

(inherited from early symbolic AI) that a mechanism can fully implement and

automate an act of reasoning, an inference, or rule, but also that amechanism

can implement the interpretation of the rule, as Wittgenstein already pointed

out in his critique of Turing Machines (Wittgenstein 1958 [1953]: §§ 74, 77–81,

185, 193, 194, 199). According toWittgenstein, there is a difference between ‘me-

chanically following a rule’ and ‘following a mechanical rule’, while according

to symbolic AI, there is none (cf. Shanker 1998: 27–30).The fallacy derives also

from thewrong expectation that the externalisation of amodel of themind can

exhaust the act of modelling itself, while the principle of thinking implies the

impossibility of the full identification of mind and world, of internal mental

models and external technicalmodels, such as tools,machines andalgorithms.

The distinction between a direct logico-symbolic representation of the

world and techniques of world modelling always existed in the AI debate,

but has never properly come to the fore due to the cultural and academic

hegemony of symbolic AI. A key essay from 1988 byHubert and Stuart Dreyfus

elucidated the development of AI according to the two paradigms of ‘making

the mind’ (i.e., symbolic AI) vs. ‘modelling the brain’ (i.e., connectionism)

(Dreyfus/Dreyfus 1988). As known, the project of symbolic AI (together with

expert systems and knowledge databases) failed and machine learning grad-
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ually emerged from statistical techniques of data modelling pioneered by

artificial neural networks. It should be noted that the power ofmachine learn-

ing derives precisely from its capacity to automate statistical modelling rather

than logico-symbolic intelligence, as the early developers of AI argued.

The key moment in this history and confrontation of paradigms is the in-

vention of the artificial neural network perceptron by FrankRosenblatt in 1957,

which attempted to perform pattern recognition through the automation of

statistical tools of multivariable analysis rather than deductive logic (Rosen-

blatt 1957: 4; Rosenblatt 1958: 405;Rosenblatt 1961; cf.Pasquinelli 2023).Theper-

ceptron is considered, by convention, the first artificial neural network, proto-

typeof deep learning andfirst algorithmofmachine learning,yet an epistemo-

logical studyof its foundation is stillmissing.3 Althoughproceeding fromquite

different traditions and employing different techniques, both connectionism

and statistics represent in fact paradigms and techniques ofmodelling. Avoid-

ing to seek causal explanation, both statistical techniques and artificial neural

networks computemodels ofworlddatabasedcorrelationsand factor analysis.

Machine learning gradually emerged as a spin-off of the tradition of statistics.

Already in 2001, Leo Breiman distinguished the traditional technique of data

modelling in statistics from algorithmicmodelling, calling them the two cultures

of statistics.

4. AI as an experimental artefact

The paradigm of connectionism, prototype of the current deep neural net-

works and large language models, did not emerge from the top-down appli-

cation of mathematical ideas, but through experimentation, more precisely

through building experimental machines. Connectionism took shape through

the confluence of two lineages of technoscience: the tradition of electro-mechan-

ical engineering and statistics. On the one hand, it belongs to the tradition that

unfolded from modern mechanics into electro-mechanical engineering and

3 Rosenblatt, for example, was also influenced by the neoliberal economist Friedrich

Hayek who published a tractate on connectionism, ‘The Sensory Order’, in 1952, which

was already far more advanced than the definitions of AI that emerged from the 1956

Dartmouthworkshop. Following the Austrian philosopher ErnstMach and Gestalt the-

ory, Hayek sketched the idea that the mind is made by material structures that model

theworld, rather than ideas that represent theworld throughpropositional knowledge

(Pasquinelli 2021).
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digital computation (Babbage 1832; Turing 1936; Shannon 1938; von Neumann

1993 [1945]). On the other, it belongs to the controversial tradition of statistics

that evolved from eugenics and the biometrics of intelligence (see the history

of the IQ test) into the analysis of multidimensional data (as Stephen Jay Gould

illustrated in his magisterial bookTheMismeasure of Man from 1981).These two

lineages merged together in a precise moment that the history of AI rarely

acknowledges, which is Rosenblatt’s invention of the artificial neural network

perceptron.

The invention of the perceptron demonstrates (once again) the innovation

proceeds by the continuous scaffolding of technical and logical paradigms on

top of the previous ones, rather than by abrupt breaks and intuitions of solitary

geniuses. Neither of these two lineages originated from the top-down applica-

tion of puremathematics, rather often bottom-up on the initiative of engineers,

sociologists, psychologists, criminologists, cyberneticians responding to state

and industrial drives for social control, informationprocessing,and labour au-

tomation.

As just mentioned, multivariable analysis, for instance, originated from

psychometric techniques that were part of eugenic and racist campaigns of

class discrimination in Europe and North America. On the other hand, auto-

mated computation started with the Hollerith machine used to tabulate the

punched card of the US census well before the Turing machine (which is per-

ceived as the cornerstone of the information revolution) was conceptualised.

Moreover,ThomasHaigh andMark Priestley (2020) have clarified that the Tur-

ing machine did not help the actual design of the digital computer whose im-

plementation von Neumann resolved in a different way.

Thehistory of computationdemonstrates onceagain that technological de-

velopmentdrives scientificparadigms, rather than theotherwayaround –also

in the case of machine learning invention predates theorisation. This history also

shows that the evolution of knowledge, techniques and technologies is a grad-

ual implementation, stratification and scaffolding of mental and technical mod-

els on top of the previous ones. In this respect, AI can be truly illustrated as

an epistemic scaffolding of social, technological, logical, and ideological forms.

In such scaffolding, which is typical for the development of technoscience, (1)

economic processes trigger (2) technological experiments and the invention of

newmachines that require (3) the formalisation of scientific paradigms,which

all together influence also (4) mythologies and ideologies (see the cult of think-

ing automata). There is no deterministic development between levels, rather

each level models and is modelled back by the contiguous levels in different ways.
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5. AI as an epistemic scaffolding and meta-paradigm

The making of AI should be considered part of the general development of

modern technoscience: this evolution shows no breaks or phenomena of

‘singularity’ as folk AI professes. Although it may appear highly ‘abstract’, ‘ar-

tificial’ and ‘autonomous’ to some, AI has gradually developed, just like other

cultural techniques of humankind.The myth of machine autonomy shows an

interesting parallel with intuitionism inmathematics and philosophy of mind

and it would be interesting to discover how historians of science have already

dealt with this problem. For instance, to contrast the illusion of a priori ideas

in mathematics and to demonstrate their historical and material origins, the

historian of mathematics Peter Damerow (2013 [1996]) proposed to frame the

mind’s activity as a continuous cycle of internalisation of actions with tools

and externalisation of mental models, which is an intuition that this paper

attempted to apply to the making of AI.

To explain the formation of the concept of number, then, Damerow sug-

gested a scaffolding of technical and mental models that progressively unfold

from practices of counting (e.g., reckoning with fingers) to systems of numeration

(e.g., positional decimal system) to techniques of computation (e.g., algorithms)

and eventually to number theory (e.g., arithmetic as a formal discipline). This

process is not linear, but follows alternatemovements of representation (the use

of objects and signs a referent of other objects, signs and ideas) and abstrac-

tion (problem solving).This process of reflective abstraction (inspired by both Pi-

aget’s genetic epistemology and Hegel’s dialectical logic) constitutes progres-

sive stages of symbolic representation in which the passage from one order

of representation to the following occurs via a new abstraction. In this read-

ing, thought starts with labour that invents tools and technologies in order to

solve problemsmostly of economic and social nature and transform the world

accordingly. Subsequently, these tools project new knowledge forms and sci-

entific paradigms. In the Damerow scaffolding, technical and mental mod-

els evolved together and stimulated each other in a dialectical way. Tools, ma-

chines and algorithms are all forms ofmaterial abstraction.

The cycle of internalization and externalization of technical and mental

models crosses the whole history of human civilisations and also includes ad-

vanced technology of automation, such as machine learning. As the historian

of science Jürgen Renn has noted:
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After all, machine learning algorithms [..] are simply a new form of the ex-

ternalization of human thinking, even if they are a particularly intelligent

form. As did other external representations before them, such as calculat-

ing machines, for example, they partly take over – in a different modality –

functions of the human brain. (Renn 2020: 398)

The Damerow scaffolding maintains together, in a consistent and historical

way,material actions andmental models, praxis and abstraction and it can be

useful to articulate the epistemic scaffolding of AI.

6. Conclusion

At the crossroads of different techniques and disciplines, AI has become one

of the most crucial and complex paradigms of the present – a global meta-

paradigm (such as the Anthropocene in other respects). Within the global

economy,machine learning has become a key paradigm for data analytics, in-

formation processing, planning, forecasting and labour automation as much

as management automation. Its production pipeline extends from the Global

North to the South, involving multitudes of precarious gig workers and also

‘ghost workers’ (Gray/Suri 2019; Atanasoski/Kalindi 2019). A consistent analy-

sis of contemporary AI requires the political understanding of its global scale

and of the complex imbrication of social, technical, logical and ideological

forms.

AI has been studied so far by a wide spectrum of AI Studies, which include

Computer Science, Science and Technology Studies, Social History, Sociology

ofLabourandAutomation,Semiotics,PhilosophyofMindandLanguage,Neu-

roscience,MediaTheory, Visual Studies, etc. and in advancing a newmethod-

ology of research, we also have to consider the contributions and legacy of all

these disciplines. It was in the search for amore comprehensive approach that

the contribution of the historical, critical and political epistemology of science

and technology has been advanced.

The approach of historical epistemology, however, can be received as a gen-

eral methodology to syndicate the fields of AI studies and cover the numerous

epistemic troubles that haunt AI. In conclusion, we could say that a basic his-

torical epistemology of AI should be pursued according to three lines of in-

quiry: firstly, the investigation of the social and economic roots of AI (its rela-

tion to the current global economy and international division of labour); sec-
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ondly, the comparison of AI to other knowledge models and forms of mental

labour (learning, writing, design, scientific work, etc.) and thirdly, the posi-

tioning of AI in the long evolution of knowledge systems (extending the pre-

vious cultural techniques, ‘information societies’ and technologies of civilisa-

tion).
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A new canary in the coal mine?

On birds, AI and Early Warning Systems

Markus Ramsauer

In 1914, the Coal Mining Institute of America in Pittsburgh, Pennsylvania, dis-

cussed the susceptibility of living organisms to the toxins typically encoun-

tered under the surface of the Earth. The report “Experiments with Small

Animals and Carbon Monoxide” suggests that “[o]f the common small ani-

mals, canaries are best adapted for exploration work” (Burrell/Seibert 1914:

244). In the case of a significant increase in carbon monoxide underground,

canaries would express signs of distress, in the form of behavioral changes

or collapse, much earlier than other species. Compared to mice or guinea

pigs they show another advantageous capacity, namely to “recover quickly if

exposed to fresh air” (ibid.: 243).The susceptibility of the birds would allow for

coal workers to evacuate the mine before the toxic gas reaches a hazardous

concentration. As for the origins of this practice, prior to its implementation

in the United States, the authors point to the usage of canaries in England

and “presumably in places on the continent also” (ibid.: 241) as well as to the

late 19th century (self)experiments of John Scott Haldane.However, the canary

in the coal mine is also discussed against the background of a much longer

tradition of interpreting animalistic and especially avian behavior as signs

for future developments (cf. Reif 2011; Keck/Lakoff 2013; Neo/Tan 2017; Keck

2020). If the whole system – including the mine inspectors and workers, the

evacuation plans as well as the birds themselves – would be taken together

as an ensemble, it could be addressed as a prototypical Early Warning Sys-

tem (EWS). These have been developed against various lethal threats from

earthquakes to drought and in various scientific and infrastructural fields.

Conservationist Ian Spellerberg refers to the canaries as a “biological early

warning system” (2006: 157).

As canaries of the digital age, Early Warning Systems were prone to be

augmented by the innovative powers of Artificial Intelligence. In this inves-
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tigation, the genealogy of the data-heavy EWS is used as a starting point to

observe – with reference to the editors’ research project – how Artificial In-

telligence is changing science (Echterhölter et al. 2021). The use of often large

amounts ofmonitoreddata and the implementation of statistics canbe seen as

cornerstones of these technologies for crisis detection and prediction, there-

fore the application of Machine Learning Technology, deployed as prediction

machines, comes as little surprise and is underway in several international and

national agencies.1 Key for the implementation of these systems is how scien-

tists and institutions conceptualize the impending crisis by relating the future

to the threatenedself in a specificway.To suggest the crucial elements atplay in

EWSand to assess the role ofAI in thisfield of disaster research,weuse abroad

notion of EWS, introduce and compare various kinds of analogue, digital and

AI-based systems in various fields and highlight their respective epistemolog-

ical potential.

Initially, the argument is made that Early Warning Systems contribute to

the perception of a constant state of crisis, with signs detectable to those ca-

pable of interpreting them. The use of sensors or sentinels, such as birds or

AI, is seen as ameans ofmitigating the impact of potential hazards. Following

this logic, the development of digital Early Warning Systems since the 1970s

can be described as technologies of preparedness (Lakoff 2008; Lakoff 2017). To

guarantee preparedness, EWSmodels with necessity hinge on one crucial as-

pect: signals have to be detected in large amounts of data about natural states

or social behavior, and for this, thresholds have to be set. This presupposes a

conceptualization of what constitutes a signal point to processes of ‘normal-

ization’, in the sense of what is seen as a catastrophic development and what

is not worth issuing a warning for. The promise of the whole procedure is to

detect patterns of threat in the environment and to intervene long before the

environment becomes lethal.

As a second step, three examples of early warning models, which build on

the trope of bird behavior as signals for an impending systematic crisis,will be

introduced.These should serve as illustrations of how institutionsmake use of

1 Cf. Lamsal/Kumar (2020); for disaster mitigation see the UNDRR collection on “Artifi-

cial Intelligence for Disaster Risk Reduction” (https://www.preventionweb.net/collect

ions/artificial-intelligence-disaster-risk-reduction); for a current EWS project with ex-

plicit use of AI methodology in Germany see “Daten- und KI-gestütztes Frühwarnsys-

temzur Stabilisierung der deutschenWirtschaft” by FraunhoferHeinrichHertz Institut

(http://www.daki-fws.de).
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detection potential found in birds but also in statistical machines, in order to

acquiremore timely futureknowledgeandenablebetterpreparation for crises.

In a sense, the studies presented show how AI takes the place of the bird in

timely warning concerns.

The examples of canaries as animalistic intelligences of birds or machinic

intelligences like AI can furthermore serve as an incentive for a reflection on

the discourse revolving around the intelligence and the ‘knowledge’ of AI. It is

argued that insteadof concentratingon thequestionwhether amachine is able

to ‘pass as human’, the limitations of human abilities in sensation and cogni-

tion, as revealed by animals or AI, can provide guidance for analyzing the dis-

cursive construction of ‘the human’.

1. An epistemology of Early Warning Systems

EarlyWarning Systems appearedmost prominently in the 1960s and 1970s. An

attempted genealogy of these technologies can take on two (mutually inform-

ing) directions. One of them leads to the military context of WWII, where in-

formation EWS were implemented in order to predict attacks via the use of

intelligence data (Austin 2004: 4). This ‘birthplace’ might also serve as an ex-

planation for the functional similarities ofEWSand radar technologies – these

byproducts in the search for a laser beam gun (Pircher 2010: 52–54). In the lit-

erature on EWS, other traces of direct interference from the military context

to other scientific fields are easily found, as for example the “Weak Signals” ap-

proach by Igor Ansoff (1975) – a USmathematician and former member of the

RAND Corporation which served as a blueprint for EWS in business adminis-

tration (Hammer 1998: 216–225).

A secondgenealogical thread forEWS is takenupby IrasemaAlcántara-Ay-

ala and Anthony Oliver-Smith in their article “Early Warning Systems: Lost in

Translation or Late byDefinition?” (2019).They trace the origins of EWSback to

the devastating famines in Ethiopia and Sudan in the 1980s. As a consequence

of the death ofmore than onemillion people caused by starvation, the ‘Famine

Early Warning System’ (FEWS) was established by USAID. It operated via the

constantmonitoringof data of different kinds,enabling amappingof impend-

ing famineswhich should lead toa timely response (ibid.: 321–323).Theauthors

consider the FEWS a prototype for EWS in other areas like disaster risk reduc-
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tion for earthquakes, floods, storms andmore.2 In epidemiology, another field

where EWShave gained prominence, significant efforts weremade during the

early 2000s with the establishment of WHO’s Global Outbreak Alert and Re-

sponse Network (GOARN) or the Program for Monitoring Emerging Diseases

(ProMED) (Hall 2020).

Even though it is important to stress that EWS in different fields do not

necessarily consist of the same constituents, certain dynamics, such as the

importance of monitoring changes in data or behavior, are shared by most

EWS.TheUnitedNationsOffice forDisaster RiskReduction (UNISDR) defines

EWS as an “integrated system of hazard monitoring, forecasting and predic-

tion, disaster risk assessment, communication and preparedness activities

systems” (2016: 2). The Berghof Handbook for Conflict Transformations utilizes

the term “Early Warning System” to refer to “any initiative that focuses on

systematic data collection, analysis and/or formulation of recommendations,

including risk assessment and information sharing” (Austin 2004: 129).By rely-

ing on this logic, EWS share many characteristics and constituents with other

forms of predictive and anticipating technologies like forecasting, sentinels,

barometers, risk assessments or scenarios.3 Given these shared epistemolog-

ical features and the timing of EWS technologies’ emergence, it is possible to

consider them as integral components of a shift in the operational mode of

governance, as articulated by anthropologist Andrew Lakoff (2008). Based on

Foucault’s analysis of differentmodes ofGouvernementalité, Lakoff holds that in

themid-20th century there has been a shift in state rationale when confronted

with threats of different kinds. While 17th-century monarchies, in their fight

against adversaries, relied on a logic of interdiction that was followed by the

19th-century reliance on prevention (especially with the emergence of the

hygienic movement and its use of statistics), the mid-20th century saw a shift

to preparedness for the emergence of threats. For this latter paradigm, Lakoff

identifies the use of scenarios as decisive technologies against threats by

“unpredictable, potentially catastrophic events” (Lakoff 2008: 403). However,

2 According to the authors, the development of EWS in these fields went hand in hand

with a departure from long long-term perspective in favor of technicistic solutions for

“shorter-term occurrences of events” (Alcántara-Ayala/Oliver-Smith 2019: 322). The In-

dian Famine Codes of 1880 are sometimes considered historical forerunners of the

FEWS (Enten 2008: 13–15).

3 The genealogies of EWS could of course in principle be prolonged into analogue times,

when disaster warning had other names, for instance with the history of human ob-

servers acting as seismographs. Cf. Coen 2012; Pietruska 2017; Edwards 2013.
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and this is important to note, these different governing rationales should

not be viewed as mutually exclusive (ibid.: 421). The emergence of the EWS

concept with its reliance on the use of data analysis and statistics does fall

into the period of the shift to preparedness, which is also acknowledged by

Lakoff himself, saying that important building blocks of the preparedness

apparatus were found in “more exercises, more vulnerability assessments

[and] improved early warning systems” (Nucho 2022; cf. Lakoff 2017). EWS

can thus be located within the preparedness paradigm although they should

not be regarded as tantamount to scenario technologies. Whereas the latter

“function […] to authorize knowledge claims in the absence of actual events”

(Lakoff 2008: 419), the rationale of EWS is to deprive a potential threat from

its ‘event character’ as an irruptive catastrophe and instead conceptualize it as

a trend-like deterministic development.The threat can be detected ‘early’, i.e.,

‘early enough’, or ‘earlier than last time’ (Hall 2020) with the use of the right

instruments.

As one commenter on the FEWS noted in Science: “The signs are there if

they can be recognized.As stress occurs, behavior changes.” (Walsh 1986: 1146)4

Catastrophe in this rationale is always latently present and can be detected by

using the right instruments.The implementing institutionmust know ‘what to

look for’, i.e., which parameters to monitor, and where to set the threshold for

triggering an alarm. Sometimes the ability of parameter and threshold setting

depends on experience: what kind of behavior, or what change in behavior, is

interpreted as a signal of an impending crisis? This ability to detect the right

information is exemplified by J.S.Haldane’s experimental work as discussed in

Burrel and Seibert (1914):

The authors of this paper do not hesitate to say that, because of his greater

experience in experimenting with small animals, Dr. Haldane might detect

outward symptoms in a mouse that would escape the authors’ attention.

(ibid.: 242f.)

Despite the morally questionable approach of exposing living creatures (in-

cluding the scientists themselves) to potentially lethal concentrations of poi-

sonous gasses, the usage of their sensory abilities went hand in hand with an

4 For the FEWS, behavioral changes which are considered to be signals (or signifiers) of

an impending crisis are e.g., an increase in the sale of jewelry or a rise in the consump-

tion of roots, grasses and berries (Walsh 1986).
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intimate relationship with the animal and knowledge about what constitutes

a symptom. What is needed for an EWS to be effective is likewise double or

multimonitoring.At a first stage, the bird or themachinemonitors changes in

the environment, which leads to a change in their behavior. At a second stage,

the EWS consists of anomaly detection, i.e. monitoring the bird’s or the ma-

chine’s behavioral changes and interpreting them accordingly. Thereby, EWS

contribute to the determination to which changes can reasonably be said to

constitute a crisis and to which developments can still be considered as ‘non-

critical’ or ‘normal’.This dynamic is especially prevalent for EWS in the field of

the social sciences.

As part of the preparedness paradigm, these technologies “bring the future

prospect of catastrophes into the present as an object of knowledge and inter-

vention” (Lakoff 2008: 23). They thereby contribute not only to the question of

‘what is a crisis’ but epistemologically shift the onset time of crises towards an

earlier point in time.

The following presentation of three (partly) AI-based EWS further illus-

trates some important constituents of EWS and highlights the functional role

of AI technology. Before that, however, it is necessary to recapitulate some of

EWS’ characteristics as being a) often implemented in the aftermath of crises,

b) part of apreparedness logic, c) reliant ondata/environmentmonitoring, sig-

nal detection and threshold setting, d) contributors to the question of what

counts as a crisis, respectively as normal e) conceived as triggering a precise

and effective warning.

2. Quasi-avian Early Warning Systems

In computer science, the trope of the canary as an early warning mechanism

was introduced in the 1990s by Cowan et al. (1998; 1999). Here, the canary is a

mere name for a function of programming, yet recognizably the function is the

one of signaling danger.The security system Stackguard protects against buffer

overflow attacks in a way which “seeks not to prevent stack smashing attacks

from occurring at all, but rather to prevent the victim program from execut-

ing the attacker’s injected code” (Cowan et al. 1999: 3).The programme thereby

follows a logic of preparedness by mitigation. Concerning the functioning of

this technology, what is essential to grasp for the purpose of this article is that

by storing more data in a buffer (a region of memory used to hold data tem-

porarily) than it can handle, hackers can cause that buffer to ‘overflow’ with
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extra data. This potentially enables them to overwrite the return address of a

program. Normally, after executing a function like a calculation task, e.g., the

processor should go back to the return address. In the case of a stack buffer

overflow,“[w]hen the function returns, insteadof jumpingback towhere itwas

called from, it jumps to the attack code” (Cowan et al. 1998: 64).This can lead to

the attackers gaining administrative authority over a computer system.

As a solution to this threat, the authors present the security mechanism

of the ‘stack canary’ which they jestingly introduce as: “[a] direct descendent

of the Welsh miner’s canary” (ibid.: 3). The canary is a ‘value’ (a number or a

word) which is placed next to the respective return address. In the case of an

attempted overwriting of the return address, the canary word is overwritten

and thereby changed “before jumping to the address pointed to by the return

address word” (Cowan et al. 1999: 3). This change constitutes a warning signal

which should cause the program to display an error or to terminate before the

attack can cause significant harm to the computer system.The signal thereby

relies on a shift in ‘code behavior’. What is absent in this digital application is

the aspect of data collection and threshold setting, since the overwriting of the

code is not gradual but follows an either-or logic.

As an inducement for their efforts to enhance security when using stack

canaries, the authors point to the Morris Worm of 1988. This is considered

to be one of the first major malware attacks, infiltrating approximately 10

percent of all internet systems, thereby revealing their vulnerability (Furnell/

Spafford 2019: 31). The emergence of the stack canary after the launch of the

Morris worm illustrates the ‘productive force’ of catastrophes: EWS and other

infrastructures of preparedness tend to bemodelled and built primarily in the

aftermath of system failures. Vulnerabilities are revealed and consequently

followed by attempts to mitigate the damage in case of a future occurrence.

A further application of the ‘canary-logic’ in the area of computer science is

a technique called ‘canary release’5: When introducing a new version of a soft-

ware, instead of presenting the new version as a whole to a general audience,

only some users are chosen to test the innovation. With this technique, the

software company can track and collect data on how the new version affects

the production environment (Sato 2014). For this example, one could say that

the users become the birds whose behavior is to bemonitored. It therein bears

a similarity to the second example of an Early Warning System study titled

5 Also ‘phases rollout’ or ‘incremental rollout’.
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“Earthquake Shakes Twitter Users: Real-time Event Detection by Social Sen-

sors” (Sakaki/Okazaki/Yutaka 2010).6

This study represents a comparatively earlymodel of using socialmedia be-

havior as data for detecting and predicting catastrophes. Similar approaches

have gained considerable public recognition, especially in the field of predict-

ing epidemic events like in the case of Google’s Flu Trends (Cukier/Mayer-

Schönberger 2013: 1–32).7 In the Japanese earthquake study “each Twitter

user is regarded as a sensor and each tweet as sensory information” (Sakaki/

Okazaki/Yutaka 2010: 852). Like for the literal canary in the coal mine, here,

a change in tweeting behavior is interpreted as a signal for an impending

catastrophe. While for the former, this catastrophe is a hazardous rise in

CO concentration, Sakaki, Okazaki and Yutaka propose a model to mitigate

the effects of earthquakes via the issuing of early warnings. They do so by

analyzing event-relevant tweets and trying to localize them with the use of

an algorithm; thereby trying to determine the epicenter of an earthquake. Of

course, this system can only detect earthquakes that are felt by a considerable

number of people with access to the internet. The event-relevant tweet words

are rather obvious ones like ‘shaking’ or simply ‘Earthquake!’ (ibid.: 852). The

earthquake warning can be rolled out only after a large number of Twitter

users have already experienced the ground shaking, wherefore it cannot be

regarded as a technology of latency. The authors argue that the model still

has the quality of an early (or earlier) warning system due to its inbuilt earth-

quake reporting system. They argue for sending out personal messages (e-

mails in this case) as warnings to people in the region, instead of using TV

broadcasting. By applying this method, the warning time could allegedly be

reduced significantly (ibid.: 857f.). Overall, the study suggests that Twitter can

be a valuable tool for earthquake detection and response and highlights the

potential of social media as a source of real-time information in emergency

situations.

As a third recently published study, the “Spark Streaming-Based Early

Warning Model for Gas Concentration Prediction” by Huang et al. (2023) shall

be introduced. It illustrates the practice of threshold setting through the

6 For the timely detection of earthquakes there exists a long tradition discussing the po-

tential use of animal behavior monitoring. Cf. Tributsch 1978; Pschera 2016: 63–65; Liu/

Dhakal 2020; critical of this idea: Hough 2016.

7 For a critical account on the usefulness of Google’s tool, respectively its methods, cf.

Lazer et al. 2014.
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optimization of parameters by using data for training and testing purposes. It

can furthermore be seen as an instance of supersession of animal-supported

EWS-labor by algorithm-supported EWS-labor. The model is intended for

usage in Chinese coal mines. Having the biggest mining industry worldwide,

the need to reduce systemic malfunction caused by gas exposure in China is

evident. Building upon neural network-based gas concentration prediction

models, the “Spark Streaming framework (SSF)” should “provide […] a new

way of thinking for intelligent gas prediction and early warning” (Huang et

al. 2023: 2). It operates by using data sets of gas concentration collected from

themine’s ‘face’ (ibid.: 6f.).8Throughout the training process, an optimization

of the prediction parameters – number of neurons in hidden layers; number

of hidden layers, batch size, time steps – is established (ibid.: 6–9). The re-

sulting prediction model together with the gas sensors at the face is used to

determine the gas thresholds whose transgression should trigger a warning.

Gas concentration below the set threshold is labelled ‘normal’; transgressions

are classified as level 1 and level 2 warnings (ibid.: 9–11). Hence, the EWS

determines the conditions of the normal and the abnormal state. The quality

of the gas concentration prediction model is measured by comparing it with

real-world data of gas diffusion, resulting in an accuracy level above 90 percent

(ibid.: 14). The authors assess this value to be sufficiently high as to guarantee

“accurate predictions and graded warnings of gas concentrations […] for the

safe production of coal mines” (ibid.: 15).

This study suggests a supersession of the bird’s gas-detecting body by elec-

tronic sensors and the neural network’s architecture. The use of canaries (be-

sides mice and ponies) in coal mining, however, was already brought to a halt

in the 1980s. “Modern technology is being favored over the long-serving yellow

feathered friend of the miner in detecting harmful gasses”, the BBC reported

in 1986. “Miners are said to be saddened by the latest set of redundancies in

their industry but do not intend to dispute the decision” (ibid.).The birds’ des-

ignated successors were electronic monitoring and detection devices referred

to as ‘electronic noses’, analyzing gas concentration data and displaying it on

a digital screen. All three of them, the canaries, the gas nose and the proposed

technology byHuang et al., should contribute to bringing a (for humans) latent

danger to the surface.They canbe interpreted as created systemswith readable

symptoms as warnings. One of the main differences between the use of the

8 This refers to the surface where mining operations are currently progressing.
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animals compared to the later auxiliaries is that the latter operate with quan-

tified data on gas concentration. In doing so, they contribute to the delivery

of Gabriel Tarde’s prediction, taken up and complemented by Bruno Latour:

“[Thanks to statistics] public broadsheets will be to the social world what the

sensory organs are to the organic world.” (Latour 2010: 115; comment in origi-

nal) In this logic, statistical tools could for example be seen as a help for detect-

ing social upheaval before the breakout of political crises.This suggested use of

statistics as auxiliaries formaking quantifiable data ‘the sensory organs’ of the

social world should be seen as an epigraph for the following argument, which

builds up on the epistemological ‘closeness/similarity’ of animals, birds in this

case, with statistical data analysis (not only) in the field of EWS.

3. EWS, AI, and Kinds of Intelligence9

The asserted epistemological ‘closeness’ of animals and statistical machines

may appear paradoxical, since, of course, in many ways these are not alike;

it becomes clearer when considering their proclaimed ability to predict dan-

ger. Both animals and statistics can offer knowledge about the (otherwise un-

known) future for thehuman, if the latter is able touse them; therebyextending

his sensory functions as well as his future-knowledge. “The signs are there, if

they can be recognized. As stress occurs, behavior changes.” (Walsh 1986: 1146)

Considering the examples of birds as early detectors of hazards, as in the case

of gas concentration, often goes hand in hand with themetaphysical notion of

(these) animals having a ‘sixth sense’,which allows for them to be used asEWS.

The same can be said about snakes or elephants which change their behavior,

e.g., fleeing the area or producing sounds prior to an earthquake before it can

be recognized by seismologic sensors or humans (Tributsch 1978). Their abili-

ties point to a limitation of the human which calls for their utilization by the

latter in order to be better prepared for environmental risks.

Concerning the case of statistics as important tools in the Taming of Chance

(Hacking 2010), themetaphysical aspect of the knowledge obtained by it is less

apparent.After all, the quantificationof humanbehavior served thepurpose of

introducing a law-like structure – “the law of large numbers” (ibid.: 95–104) –

into social affairs. However, the subject of prediction or anticipation, even if it

9 Compare the project “Kinds of Intelligence” by the Leverhulme Center for the Future of

Intelligence (http://lcfi.ac.uk/projects/kinds-of-intelligence/).
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is based on the usage of statistical correlation and probability, in many cases

carries a metaphysical, uncanny or magical baggage with it. For example, it

could be noteworthy to mention the conception of statistical knowledge at-

tributed to Florence Nightingale, herself a founding figure of statistics: “[T]o

understandGod’s thoughts, […]wemust study statistics, for these are themea-

sure of His purpose.” (Pearson 1924: 415) Or, to invoke a more recent example

fromthe streamofBigData correlation: Schönberger andCukier (2013) discuss

the uncanny anecdote of a retail company analyzing a woman’s shopping be-

haviorwhich indicates a high probability of her being pregnant.This allows the

company to ‘know’ about the pregnancy before thewoman’s parents do (Schön-

berger/Cukier 2013: 57f.).

However, common ground between different cases of animals detecting

hazardous gases, based on physiognomy and sensory functions, in relation to

a company’s detection of the pregnancy, based on the use of algorithms and

large amounts of data, might be that both are used to bring to the surface po-

tentially significant environmental changes. They deal with something which

lies beyond the scope of human cognition.This constitutes a knowledge that is

unlike human intelligence, unless the human learns to make use of it. Its uti-

lization leads to an extension of the ‘human senses’ for detecting latent but yet

impending danger, which can only be accessed by collaboration with e.g. ani-

mals like the canary or informationmachines like statistics; or (more recently)

by relying on the application of AIwith its “statistical anatomy” (Alpaydin 2016:

27). In this logic, the threat is already there, only the right senses to detect it

have not yet been found.

The notion of an expansion of the human senses, and thereby future-

knowledge about danger, can serve if not as a lens then at least as an induce-

ment for an argument about the knowledge and the ‘intelligence’ of AI.The two

probably most prominent tropes called upon when discussing the question of

whether or not computers and machines can reasonably be called ‘intelligent’,

are the proposal for the Dartmouth Conference of 1956 with its proclaimed

conviction “that every aspect of learning or any other feature of intelligence

can in principle be so precisely described that a machine can be made to

simulate it” (McCarthy et al. 2006 [1955]: 12) as well as the famous ‘Imitation

Game’ proposed by Alan Turing six years earlier. This thought experiment,

which later came to be known as ‘Turing Test’, relies on a computer’s ability to

imitate human-like behavior in a way that makes it impossible for the human

dialogue partner to distinguish between human andmachine. If this imitation

is successful, the machine can be deemed as intelligent (Turing 1950).The cri-
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tique on this proposed conception of intelligence is well known and need not

to be rolled out again.The trope of a ‘sixth sense’ etc. for catastrophe prediction

in animals and statistic-based EWS invites us to shift the focus away from the

question, if applications like Chat GPT can pass a Turing Test, which would

justify them being labelled as ‘intelligent’. Instead of concentrating on the

mimicking of human thinking by artificial neural networks, we can ‘reverse’

the question and highlight the way the concept of intelligence is evolving

in the course of its contestation vis à vis other forms of knowledge; namely

those forms of knowledgewhich are always already discursively excluded from

speaking truth and thereby excluded from knowing. This approach is in line

with Benjamin Bratton’s critique of the ‘intelligence’ in the Turing test, when

he writes

The threshold by which any particular composition of matter can be said to

be ‘intelligent’ has less to dowith reflecting human-ness back at us thanwith

testing our abilities to conceive of the variety of what ‘intelligence’ might be.

(Bratton 2015: 75)

The analysis of (catastrophic) future prediction points to two knowledge-re-

lated discourses for grasping the concept of intelligence – artificial or not.10

The first one obviously revolves around the question what kind of knowledge

statistics have to offer, respectively what kind of world-knowledge is ‘revealed’

by the use of quantification and statistical analysis. Historical research onThe

Rise ofStatisticalThinking (Porter 2020) showsus that it is not only since the coin-

ing of the term ‘AI’ that these technologieswere “associatedwith an impressive

extension of the domain of knowledge and not with its limitations” (ibid.: 163).

It can thereby shed light on the discourse about the (statistics and data-based)

artificial intelligence.

Apart from this, the preoccupation with EWS, based on animalistic as well

as non-animalistic signal detection, opens up a second realm of possibly fruit-

ful analyses concerning the question of what kind of knowledge AI ‘has’, or

better ‘offers’. Instead of concentrating on the questionwhether AI can pass as

having acquired human-like intelligence,we can turn our attention to theways

the knowledge of those has been discussed (and created),whichmost certainly

don’t pass as ‘intelligent’, since they constitute the necessary ‘Other’ of ‘human

intelligence’. This concerns, to various extents, the thinking of children, non-

10 Whatever non-artificial intelligence might be.
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European indigenous groups,peoplewho are differently abledmentally aswell

as non-human animals.The psychological attempts to grasp and possibly uti-

lize these other forms of sensing and knowledge can shed light on the con-

struction of intelligence. Not least because of the ways artificial intelligence is

repeatedly brought into connectionwith children,non-humananimals etc., by

comparing their problem-solving abilitieswith eachother.Turinghimself pro-

posed: “Instead of trying to produce a programme to simulate the adult mind,

why not rather try to produce one which simulates the child’s?” (1950: 456) But

also, in media reports dealing with scientific developments in AI, we regularly

come across headlines in themanner of “AI had IQof four-year-old child” (BBC

2015). For the case of animals, a good example would be the recently published

study byWasserman,Kain andO’Donoghue (2023),whichdealswith the learn-

ing mechanisms of pigeons that are said to bear significant similarities with

the type of learning of machine learning algorithms, particularly reinforce-

ment learning. The authors point to BF Skinner’s planned usage of pigeons

as ‘brains’ for his experimental guidance system for directing ballistic missiles

to possibleWWII military targets. Skinner himself justified this choice as fol-

lows: “We have used pigeons, not because the pigeon is an intelligent bird, but

because it is a practical one and can be made into a machine, from all prac-

tical points of view.” (Capshew 1993: 851). Although the usage of birds in this

example cannot be interpreted as a defensive EWS but rather served as amea-

sure of attacking the enemy, it illustrates the deployment of non-human cog-

nition and sensing by humans and at the same time makes a comparison to

machines.The humanmakes use of these abilities of the other and thereby ex-

pands, to invoke Tarde again, their ‘sensory organs’.This rationale also applies

to the implementation of EarlyWarning Systems of various sorts. Concentrat-

ing on the reliance of catastrophe prediction abilities, be it via the monitoring

of small animal behavior in coal mines or deviations in ‘tweeting behavior’ via

the use of AI, cannot only contribute to an investigation into the gears of the

preparedness-apparatus (Lakoff), it can furthermore, as it was argued above,

help shed light on the question of ‘knowing the human’.

To conclude this investigation into Early Warning Systems and their potential

transformation via theuse ofmachine learning, itwill be useful to again invoke

the report on “Experiments with Small Animals and Carbon Monoxide”. Con-

sidering the differences betweenmen (not humans) and small animals in feel-

ing distress when exposed to dangerous concentrations of carbon monoxide,

Burrell and Seibert assert that “a man is in an excellent position to determine
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effects uponhimself [whereas] small animalsmay feel distress but not show it.”

(1914: 243). The reasoning here implies that there are traces to be found in the

animal’s ‘feelings’ beneath the behavioral surface. The human, via interacting

with the animals and monitoring their behavior, can utilize these feelings by

‘making the animal speak’, i.e.,detecting symptomsevenbefore the animal be-

comes ‘aware’ of them. For EWSmodels like in Sakaki/Okazaki/Yutaka (2010),

where the users become birds, whose tweeting behavior is monitored, it is the

algorithm’s job to identify behavioral patterns as indicators for catastrophes;

ideally, even before the users explicitly show their distress. By gathering ever

more data about environment-monitoring sensors, be they avian, human, or

other, and analyzing them ever more effectively, they will potentially become

utilizable forhazarddetectioneveneasier and,most importantly,earlier.What

will remain unaltered by this extension of the ‘sensory organs’ via implement-

ing machine learning technology in EWS, however early the signs for danger

might be detected (or created), is the determination of what is even perceived

as a danger to be prepared for and further: a danger for whom?We can remain

skeptical whether it will be the birds having the final say in this matter.
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Cross-interactions between AI and epistemology

Jean-Gabriel Ganascia

1. Introduction

The aim of this paper is to show that themutual epistemological stakes of arti-

ficial intelligence (AI) and sciences, both ‘hard sciences’ andHuman and Social

Sciences (HSS), are multiple. It specifically addresses two of them.The first is

reflexive: it concerns the epistemology of AI itself, which, as a scientific dis-

cipline, deserves a philosophical and historical look at its foundations. It is a

question of specifying the nature of this discipline, which cannot just be re-

duced to a technology and which, as a science, is neither a theoretical science,

even if it has originally been founded by mathematicians, nor a ‘science of na-

ture’ strictly speaking, nor really a ‘science of culture’ that is a discipline of the

humanities. To clarify these different issues, we shall first recall the genesis of

AI, its history and its definitions, before trying to approach its epistemological

status.

The second issue is related to the uses of AI, machine learning and data

processing in different scientific disciplines and the major changes that these

uses induce in these disciplines by automating tedious tasks. In doing so, our

aim here is to show that AI techniques do not only allow to automate certain

tasks, but that they also contribute to designing new interpretation operators,

new proof procedures and, more generally, new scientific approaches such as

in silico sciences (cf. Ganascia 2008). In other words, the contribution of AI is

not only practical; it introduces into these scientific disciplines what Gaston

Bachelard calls an epistemological rupture (cf. Bachelard 1938), that is, a dis-

sociation between the primary evidence of observation and the scientific facts

resulting from experimentation.

To address these different epistemological issues, the paper is divided into

twomain parts framed by this introduction and its conclusion.Thefirst part is

dedicated to the genesis, the history and the epistemology of AI,while the sec-
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ond concerns the impact on the theoretical sciences, on the sciences of nature

and on the sciences of culture, i.e., on the humanities.

2. AI groundings

2.1 Prehistory of AI

Attempts to formalize the laws of thought and to automate reasoning are an-

cient. Born in antiquity, logic aimed to give the laws of right thinking; to do so,

it characterized, by means of formal-mechanical rules, valid reasoning as be-

ing sequences of inferences— inferences being formal manipulations of sym-

bolic expressions—that correspond to elementary figures listed as being valid

themselves.

In classical formal logic, i.e., in Aristotelian or in Stoic logic, the set of ele-

mentary inferences was determined from ‘regulatory’ syllogisms, i.e., figures

that lead from two propositions to a third. Later, in the second half of the 17th

century, Leibniz tried to mathematize logic, i.e., the laws of correct thinking,

in order to prove the validity of an argument by a calculation, without having

to memorize all the valid elementary syllogisms, as in traditional Aristotelian

logic.This was immediately followed by the desire to automate this calculation

on a machine. Therefore, we can say that Leibniz is a forerunner of artificial

intelligence since he tried — unsuccessfully — to draw the plans of a machine

capable of reasoning by itself.This project was taken up in the 19th century by

George Boole who created binary algebra to account for the laws of logic and

thenbyWilliamStanley Jevons,whoactually built amachine, the ‘logical piano’,

that couldmechanically deduce the consequences of logical premises based on

the work of George Boole.

Several other attempts to automate reasoning weremade in the early 20th

century. Let’s think for instance of the mechanical chess player machines of

Torres y Quevedos that were built in 1912 and 1920.We must also mention the

cybernetic movement withWarrenMcCulloch andWalter Pitts (cf.McCulloch

& Pitts 1943), Claude Shannon and Norbert Wiener, among others, because it

was also at the origin of several attempts to reproduce thought on electronic

computers. Finally, we must not forget Alan Turing, who wondered, in his fa-

mous article Computing Machinery and Intelligence published in 1950 (cf. Turing

1950), what it means for a machine to think and how to build such a thinking

machine.
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2.2 Birth and epistemic assumptions of AI

However,although the idea that it’s possible tobuildamachine that reproduces

thought had been around for a long time, the term ‘artificial intelligence’ did

not appear for the first time until 1955 in a summer school proposal submitted

by four researchers, JohnMcCarthy,MarvinMinsky,Nathanael Rochester, and

Claude Shannon to the Rockefeller Foundation for a grant to organize a sum-

mer school at Dartmouth College, New Hampshire, in 1956. For the promot-

ers of this summer school, artificial intelligence was a scientific discipline that

aimed to study intelligence with computers. More precisely, to quote them,

“Thestudy is toproceedon thebasis of the conjecture that every aspect of learn-

ingoranyother featureof intelligence can inprinciplebe sopreciselydescribed

that a machine can be made to simulate it” (McCarthy et al. 1955: 1).

Thismeans that all cognitive faculties, in particular reasoning, calculation,

perception, memorization and even scientific discovery or artistic creativity,

could be described with such precision that it should be possible to reproduce

themusing a computer. Let us insist on the epistemological importance of this

conjecture: it draws a horizon of tasks to be accomplished, just like Galileo’s

postulate according to which the Book of Nature is “written in mathematical

language”.Since then,despite the considerableprogressmadeand the changes

in the technologies used, from those based on symbolic logic to numerical and

emergent connectionist approaches, anddespite the various debates about the

parallels between the nature of intelligence itself and theway it is simulated by

machines, the studyof artificial intelligencehas always beenbasedon the same

conjecture,which nothing has yet been able to disprove or prove irrefutably. To

clarify, it’s important to specify thatwhat thephilosopher, JohnHaugeland,has

mistakenly called GOFAI (“good old fashioned artificial intelligence”, Hauge-

land 1985) is, as some AI researchers like DrewMcDermott have mentioned, a

myth, formany reasons, in particular because the seminal text on AI, theDart-

mouth College Summer School proposal (cf. McCarthy et al. 1955), explicitly

mentioned neural networks as methods that had to be developed by AI. This

doesn’t mean that the way the machine simulates “every aspect of learning or

any other feature of intelligence” is similar to the way they are implemented in

nature. For example, just as Frederick Jelinek beautifully put it in his famous

“airplanes don’t flap their wings”, so the learning styles of children and ma-

chines arenot at all the sameat all and theway the computersworkhasnothing

to do with the way our brains work, even if they make use of neural networks.
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Nevertheless, the idea that it is possible to reproduce all the cognitive functions

of any intelligent being still constitutes the epistemological horizon of AI.

The same scientists, who were trying to reproduce various cognitive

abilities such as reasoning, theorem proving, image or speech recognition,

knowledge representation in memory, etc. on computers, were in parallel

tempted to take a practical advantage of these simulations and to incorporate

them intomany technological devices. Very soon, for example, Herbert Simon

and Alan Newell wrote papers both on the performance of general-purpose

problem-solving computer programs (cf. Newell/Simon 1956) and on human

problem-solving using AI tools as cognitivemodels to study human reasoning

(cf. Newell/Shaw/Simon 1958).

The incorporation of AI simulations in technologies has been very popular

in recent years, giving AI the privilege of being one of the most active fields of

applied research inmany areas such asmedicine, agriculture, geology, etc. To-

day,whenpeople talk aboutAI, theyalmost alwaysmention thevarious techno-

logical applications of AI.Thismost often corresponds to the currentmeaning

of the term AI.

Finally, it should be noted that, among the general public, the success of

the term ‘artificial intelligence’ is often due to a damaging misunderstanding

according to which AI would produce artificial entities endowed with intelli-

gence and which, as a result, would compete with human beings. This idea,

which refers to ancient myths and legends such as that of the Golem, has re-

cently been revivedby contemporarypersonalities suchasStephenHawkingor

Elon Musk, by engineers such as Ray Kurzweil, or by the proponents of what

is now called ‘strong artificial intelligence’ or ‘general artificial intelligence’.We

will not discuss thismeaninghere,because it only attests to anabundant imag-

ination inspiredmoreby sciencefiction thanbya tangible scientific reality con-

firmed by experiments and empirical observations.

2.3 Very brief history of AI

Since its birth, even if the seminal definition of the Dartmouth College Sum-

mer School has always remained valid, AI has undergonemany evolutions that

we can summarize in six stages.

2.3.1 The time of the prophets

A few achievements, in particular the LogicTheoryMachine (cf.Newell/Simon

1956), which automatically proved logic theorems, the seminal work of Arthur
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Samuel on reinforcement learning applied to the game of checkers (cf. Samuel

1959) and the first efficient neural network learning process, the so-called Per-

ceptron (cf. Rosenblatt 1958), aroused enthusiasm. In the euphoria that fol-

lowed, the researchers let themselves go to some rather unconsidered decla-

rations that they have been much reproached for afterwards. For example, on

November 14th, 1957, Herbert Simon delivered a speech at the banquet of the

Twelfth National Meeting of the Operations Research Society of America in

which he said:

I amwilling tomake the following predictions, to be realizedwithin the next

ten years:

1. That within ten years a digital computer will be the world's chess cham-

pion, unless the rules bar it from competition.

2. That within ten years a digital computer will discover and prove an im-

portant new mathematical theorem.

3. That within ten years a digital computer will write music that will be ac-

cepted by critics as possessing considerable aesthetic value.

4. That within ten years most theories in psychology will take the form of

computer programs, or of qualitative statements about the characteristics

of computer programs.

The lecturewas then transcribed and the paperwas co-signedwithAlanNewell

and published in the journalOperation Research (Simon/Newell 1958: 7).

2.3.2 The dark years

In the mid-1960s progress was not as fast as expected. In particular, a chess-

playing machine was defeated by a ten-year-old boy in 1966, which made the

first point ofHerbert Simon’s statement suspect andby contaminating theoth-

ers, so AI received some bad press, which resulted in some dark years for AI.

This corresponds to what is now called the AI winter, a period during which AI

research became less popular, although contrary to popular belief, work never

stopped altogether. For example, the first chatbot named Eliza was created

by Joseph Weizenbaum at MIT between 1964 and 1966 (cf. Weizenbaum 1966),

and later, TerryWinograd (cf.Winograd 1971), still at MIT, developed a famous

program called SHRDLU for natural language understanding, i.e., for trans-

lating simple sentences into logical formulas. Note finally that during that AI

winter, Marvin Minsky and Seymour Papert (cf. Minsky/Papert 1969) showed

the intrinsic limitations of the Rosenblatt’s Perceptron learning algorithm, be-
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cause it was restricted to two-layers neural networks while Warren McCul-

loch andWalter Pitts, in their seminal paper (McCulloch/Pitts 1943) show that

only three-layers neural networks were universal, i.e., able to implement any

Boolean logic function.

2.3.3 Semantic artificial intelligence

Nevertheless, as previously said, during that AI Winter, work never stopped.

Researchers were then focused on new directions and inspired by works in

psychology and linguistics, which gave birth to the first cognitive science

approaches. Note that interest in human cognition is far older and that cy-

bernetics had already attempted to model social and cognitive processes

with information processing mechanisms. However, new interdisciplinary

approaches combining artificial intelligence, psychology and linguistics began

in themid-1970s.This corresponds to what has been called the ‘semantic turn’.

It led to an increased interest in modeling memory, in the mechanisms of

comprehension, which was tried to be simulated on a computer as well as

in the role knowledge plays in reasoning. This is what gave rise to knowl-

edge representation techniques (cf. Bobrow/Winograd 1976) with semantic

networks (cf. Collins/Quillian 1969) and frames (cf. Minsky 1974), to object-

oriented programming and to so-called expert systems, because they used the

knowledge of human experts to reproduce their reasoning. The latter raised

enormous hopes in the early 1980s.

2.3.4 Neo-connectionism and machine learning

In parallel with the rise of artificial intelligence in the early 1980s, the tech-

niques derived from cybernetics and connectionism were perfected, freed

from their initial limitations and made the object of multiple mathematical

formalizations. More specifically, as mentioned above and as Marvin Minsky

and Seymour Papert had shown (cf. Minsky/Papert 1969), Rosenblatt’s Per-

ceptron learning algorithm was restricted to elementary logic functions. In

the mid-1980s, this algorithm was generalized to multi-layer neural networks

(cf. Rumelhart/Hinton/Williams 1986), giving rise to the backpropagation

learning algorithm, which wasn’t subject to such limitations. This led to dis-

tributed parallel processing, which enabled the use of neural networks in

many supervised machine learning tasks.
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2.3.5 From artificial intelligence to ‘animistic informatics’...

Since the late 1990s, artificial intelligence has often been coupledwith robotics

and human-machine interfaces to produce intelligent agents that suggest the

presence of another,whether it be human, or just an abstract entity.This trend

of artificial intelligence can be sketchily characterized as a form of computer

animism insofar as it seeks to elicit the projection of a breath of life onto the

everyday objects of our environment. The current successes of Chatbots and,

more recently, of ChatGPT, testify to the vitality, popularity and fashion of this

trend.

2.3.6 The renaissance of artificial intelligence

With the massive development of the Web it became necessary to deal with

large amounts of data. More specifically, since the rise of Web 2.0 at the

turn of the century, the economics of the Web giants were based on targeted

advertising, which made profiling critical. It follows that, based on infor-

mation about individual behavior such as search queries, websites visited,

etc., profiling had to scale to the size of the Web, which required dealing with

massive amounts of data.This became known as ‘Big Data’.The computational

power of machines gradually made it possible to use large corpora of data

withmachine learning techniques, such as SVM,KernelMachines, or Random

Forests, which made AI very popular. Then, since the 2010s, the extension

of Neural Network architectures to Convolutional Neural Networks (CNN)

corresponding to the techniques currently called Deep Learning (cf. LeCun/

Bengio/Hinton 2015), has produced impressive results that have tremendously

accelerated the efficiency and the use of AI techniques.

Later, the Generative Adversarial Nets (GAN) enabled significant advances

in image generation techniques (cf. Goodfellow et al. 2014), and the notion of

transformers (cf. Vaswani et al. 2017) enabled the construction of Large Lan-

guage Models (LLM) with hundreds of billions of parameters and impressive

text generation techniques of which chatGPT is a popular example.

2.4 Epistemology of AI

The different steps of the evolution of AI corresponded to different epistemo-

logical views of this discipline that can be characterized as follows.
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2.4.1 Logical-mathematical approach

The first works of artificial intelligence in the fifties and sixties were based on

mathematical modeling, in particular on statistics and logic.This has been the

case of automatic theorem provers (cf. Newell/Simon 1956), problem solving

(cf. Newell/Shaw/Simon 1958) and the first attempts at machine learning, in

particular reinforcement learning (cf. Samuel 1959).This gave rise to a science

ofmodels, to a ‘science of the artificial’, to use the title of a book by a pioneer of

artificial intelligence, Herbert Simon (cf. Simon 1969), which is distinct from

both the natural and the cultural sciences.

2.4.2 Semantic approaches

At the same time, therewasa scientific current thatusedbehavioral psychology

to evaluate the plausibility of cognitive models of thinking or learning. From

the end of the 1960’s onwards, a new trend was inspired by other approaches

from psychology (cf. Collins/Quillian 1969), in particular Charles Bartlett’s

schema theory and the theory of prototypes, and from linguistics, with the

transformational grammars stemming from Chomsky’s theories on the one

hand and Fillmore’s case grammars or Montague’s semantic grammar on the

other hand, in order to better understand human cognitive abilities before

modeling them. Knowledge representation techniques (cf. Bobrow/Winograd

1976), in particular semantic networks (cf. Collins/Quillian 1969), frames (cf.

Minsky 1974) and knowledge-based systems or expert systems are directly

derived from these works. This led to a tension between two views of artifi-

cial intelligence, one focusing more on the logical-mathematical properties

required to simulate cognitive processes onmachines to be possible, the other

on the study of the psychological processes to be modeled (cf. Newell 1982).

This tension was resolved in the early 1980s with the logical formalization of

knowledge representation techniques, in particular with description logics,

that now form the basis of so-called formal ontologies (cf. Brachman/Fikes/

Levesque 1983).

2.4.3 Learning theories and deep learning

From the eighties and the implementation of many learning models (Top-

Down Induction ofDecision Trees,Genetic Algorithms,Reinforcement Learn-

ing, Neural Networks, in particular Back-prop algorithms that generalized

the perceptron (cf. Rumelhart/Hinton/Williams 1986), Inductive Logic Pro-

gramming, etc.), there were attempts to theorize machine learning with,

in particular, Leslie Valiant’s work on the theory of learnability (cf. Valiant
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1984) and Vladimir Vapnik’s on statistical learning (cf. Vapnik 1999). These

approaches were at the origin of new approaches, in particular ensemble

methods (‘bagging’ and ‘boosting’) and support vector machines (SVM), which

appeared to be prominent in AI since the mid-1990s.

2.4.4 Big Data

Since the beginning of this century, theWebGiants have beenusing aforemen-

tionedmachine learning techniques such as SVM to process very largemasses

of data that are counted in gigabytes (109 bytes), terabytes (1012 bytes), and even

petabytes (1015 bytes). Some claim that huge amounts of data solve all prob-

lems, without the need for theory or knowledge representation (cf. Anderson

2008), although this is highly debatable from an epistemological point of view.

However, since 2010, pragmatic approaches using formal neural networks or-

ganized inmultiple layers, the so-called Deep Learning techniques (cf. LeCun/

Bengio/Hinton 2015), have produced statistical results far superior to previous

models, without having any mathematical theory to explain them.This seems

to be of great interest from an epistemological point of view, which is ours in

this paper.However, nothing says that such a theory will not be available in the

future.

3. Impacts of AI on sciences

AI does not only aim at better understanding intelligence by breaking it down

into cognitive functions, simulating each of themand exploiting these simula-

tions for technological purposes. It also transforms the scientific activity itself.

This is the question we will address in the second part of this article.

3.1 Impact on the natural sciences: In silico experimentations

Today, almost all facts can be reduced to huge data sets. It follows that it is

possible to induce and test theories directly from data using AI and Machine

Learning (ML) techniques, without having to conduct experiments in the out-

side world.These data sets come from collecting information issued from sen-

sors, or from automated analysis such as the sequencing of macromolecules

like proteins or DNA. In addition, computer models make it possible to simu-

late parts of the physicalworld and conduct experiments on the results of these

models. Undoubtedly, this kind of experimentation is changing scientific ac-
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tivity, at least in part. This is obviously the case in the natural sciences, since

many real-world experiments no longer need to be performed, which seems

highly desirable for both economic and ecological reasons...

At the end of the 1980s, biologists who wanted to give a name to this type

of experiment performed with computers, or more precisely, with the silicon

microchips thatmake up the core of computers, invented a newLatin idiom: in

silico (see http://en.wikipedia.org/wiki/In_silico).The termwas constructed by

analogy with — and in contrast to — in vivo experiments, i.e., experiments on

living organisms,and in vitro experiments,which relate biologicalmechanisms

to chemical processes reproduced in glass test tubes. Of course, this term re-

flects the growing role of computers in the sciences in general. But a careful

study shows that computers are not just new tools here, but represent an epis-

temological turn in the empirical sciences in general, because they change the

status of the experiment.

To bemore precise, let us recall that in ancient times, science was first and

foremost a question of observation and for Plato themost important sensewas

that of sight. Later on, in modern times, touch took over from sight: people

wishing to understand the natural world spent more and more time provok-

ing the subjects they were studying. Thus, in the 16th century, Andreas Vesal-

ius (1514–1564) renewed human anatomy by dissecting the corpses of people

condemned to death. Scientific experimentation in its modern meaning cor-

responds to this reversal: it is not enough just to observe; a scientist will in-

tervene in the world in order to first understand it and then to transform it.

This active intervention in the real world continued relentlessly: soon, autop-

sies no longer satisfied naturalists, who chose to provoke natural phenomena

on the living body in order to understand the life springs.They then went fur-

ther and started performing what are known as in vivo experiments because

they are carried out on living beings. And so it went on: investigation was not

only a question of touching andprovokingnature,but also of reconstructing it.

This led to the idea of reproducing in vitro, i.e., in glass test-tubes, the chemical

reactions that are at the origin of the elementary physiological functions.

Today, this trend continues, not only with glass test tubes, but also with

computers: we now think we can imitate all natural mechanisms, especially

those of the living, reducing themnot uniquely to chemical processes, but also

to information processing. This gives rise to in silico experiments, which are

experiments of a singular form in the sense that they no longer call upon the

external senses, whether sight or touch, but only upon the temporal unfolding

of logical and/or mathematical operations.
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Insofar as the in silico experiments take place virtually, without touching

their object of study, but by operating only on transformations of its repre-

sentations, they are similar to ‘thought experiments’ (cf. Mach 1976; Sorensen

1992), even if they clearly can’t be assimilated to them, since they provide ob-

jective results. And the detailed examination of in silico experiments seems to

confirm this intuition. Indeed, their role in contemporary scientific activity is

twofold.

The first role is to validate hypotheses on large amounts of pre-recorded

data such as those obtained from the sequencing of genomes or proteins or

fromsimulation of physical phenomena.Any experiment is, of course, the con-

frontation of a hypothesis with reality, but, in the case of in silico experiments,

the observations are collected before the hypothesis is put forward, whereas

in classical experiments, the scientific hypothesis led to the construction of an

experimental apparatus throughwhich datawas collected to validate or invali-

date the initial theory.The in silico experiments are thuspresentedas imaginary

experiments in which hypotheses are tested on facts that are stored in mem-

ory. Note that, in addition to hypothesis validation, AI techniques can auto-

matically generate many plausible hypotheses from data sets which can then

be tested for facts. This led to the partial automation of scientific discovery.

More precisely, being given an ontology, the machine becomes able to gener-

ate hypotheses and to test them on data (cf. Kings et al. 2004).

The second role of in silico experiments concerns the simulation of natural

processes: just as, in anymental experiment, we reproduce real phenomena in

our imagination, so, in many in silico experiments, the computer mimics ma-

terial processes by transforming representations.The in silico experiment cor-

responds then to a virtual intervention on a fictitious world.

What’s new today is the central role that in silico experiments play in

contemporary scientific activity. Whereas in the past, many philosophers

— including Karl Popper, one of the most famous — have criticized the role of

‘thought experiments’ in science (cf. Popper 1959), because they did not pro-

vide a strong scientific justification, today, in silico experiments, which are the

computational equivalent of ‘thought experiments’, are now scientifically de-

fendable, because they provide some tangible results and they are refutable. In

other words, and in conclusion, the extensive use of in silico experiments in the

natural sciences represents an epistemological turn that deserves attention.
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3.2 Impacts on the humanities

This revolution in the natural sciences is accompanied by a major transforma-

tion in the humanities, i.e., in the disciplines that study human works. In this

case, it is no longer a question of extracting general laws from data by induc-

tion, but of interpreting individual cases, for example literary works, on the

basis of a large variety of data. In literature, we can try to identify markers

of influence in the writings of great authors. It will then be possible to vali-

date certain hypotheses, thereby renewing the traditional disciplines of schol-

arships.

Inorder tounderstand this specificityof theepistemological changesof the

humanities, by distinguishing them from the transformations that have taken

place in the so-called ‘hard’ sciences,wewill drawon the opposition introduced

byneo-Kantianphilosophers, in this caseHeinrichRickert (cf.Rickert 1921) and

Ernst Cassirer (cf. Cassirer 1923;1942), at the beginning of the 20th century, be-

tween the ‘sciences of the nature’,which deal with theworld as it appears to us,

and the ‘sciences of the culture’,which study humanworks.They— andpartic-

ularly Ernst Cassirer (cf. Cassirer 1942) — show that both the natural sciences

and the cultural sciences are empirical sciences, i.e., based on observable facts,

but that the logic of each is different.The sciences of nature aimmainly to con-

struct general laws by induction from observations and forgetting individual

cases,while the sciences of the culture focus principally on the individual cases

to give themmeaning by explaining them. In this case, however, it is no longer

amatter of extracting general laws by induction fromdata, but of interpreting

individual cases, for example literary works or historical episodes, by using a

great variety of data in order to understand them, or, more precisely, to give

themmeaning. To do this, an approach based onwhat logicians call abduction

must be adopted, that is to say, on the search for explanations in the light of

general theories.Thus, in the case of literature, we can try to identify markers

of influence in the writings of great authors. From then on, it becomes pos-

sible to validate certain hypotheses empirically, which renews the traditional

disciplines of scholarship.

Note that, in practice, the distinction between the ‘sciences of the nature’

and the ‘sciences of the culture’ is not so abrupt, since there are many cases

where ‘sciences of the nature’ are also, at least in part, ‘sciences of the culture’

and vice versa. For example, medicine and health sciences are obviously ‘sci-

ences of the nature’, while the nomenclature reflects medical traditions that

depend on culture. Similarly, geography, which is clearly a ‘science of the cul-
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ture’ is also, and in part, a ‘science of nature’, since it is based on many hard

sciences.

Moreover,many epistemologists note that the logic ofmost of the ‘sciences

of nature’ is not strictly inductive, since the process of discovery has sometimes

been seen asmainly abductive, and that the deduction obviously has a place in

any scientific reasoning. Symmetrically, the logic of the ‘sciences of the cul-

ture’ is not strictly abductive; deduction plays a role and it may happen that

induction be used in some disciplines.This may be the case in literary studies

when characterizing the style of an author (cf. Jockers 2013), or the figure used

in a particular genre (cf.Boukhaled/Ganascia 2015) or again the expression of a

character in a theater play.Nevertheless, it is clear that abduction plays amajor

role in ‘sciences of culture’, while induction is prominent in many ‘sciences of

nature’. Our goal, here, is to show that AI can be useful both for the ‘sciences of

nature’ bymainly providing tools for automatic induction, and for the ‘sciences

of culture’ by helping to interpret individual cases.

To aid in this search for interpretation, a certain number of tools have been

developed and deployed that performmultiple operations, such as comparing

textual states (cf.Ganascia 2011) or searching for reuses (cf.Ganascia/Glaudes/

Del Lungo 2014), or, in archaeology, reconstructing pottery or buildings in

three dimensions. These tools do not simply automate existing tasks. They

propose new interpretive operators that completely transform the disciplines

of scholarship. To illustrate, in the literary domain, FrancoMoretti (cf.Moretti

2005) introduces the notion of distant reading, where he identifies general

characteristics on large corpora, such as sentence length or punctuation.

Similarly, we can characterize quotations or borrowings on large corpora,

still in the literary domain. Note that, in both cases, whatever the size of the

corpora may be, the inferences are clearly not inductive, but abductive, since

they don’t generate knowledge by themselves, but help interpretation.

These new interpretation operators have a double contribution. Some have

a purely heuristic function by suggesting new avenues of research that need to

be explored.They then help bring to light hitherto hidden phenomena, allow-

inghumanworks to be seenunder newconditions.These lines of research then

require more rigorous investigation, with provenmethodologies.

Others bring empirical elements of validation or invalidation of working

hypotheses, for example, in the literary field, by highlighting certain influ-

ences, or on the contrary by showing the absence of explicit and/or implicit

references and citations. In the latter case, the very scientific basis of certain
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disciplines is strongly modified, since, as in the natural sciences, the very

notion of proof evolves with the introduction of AI in the cultural sciences.

4. Conclusion

Finally, let us recall that one of the pioneers of AI,Herbert Simon,wrote a book

entitledTheSciences of the Artificial (cf. Simon 1969), inwhich he discusses scien-

tific approaches to modeling and the function of models in science.This could

lead to the question of what characterizes AI as a science: is it exclusively a

theoretical science, based on mathematics, or is it an empirical science? And

in the latter case, is it more akin to the natural sciences or, to use the terminol-

ogy of the neo-Kantian philosophers mentioned earlier, such as H. Rickert or

E. Cassirer, to the ‘sciences of the nature’ or to the HSS, i.e., to the ‘sciences of

the culture’?Whatmakes us lean toward the former possibility is thatMachine

Learning is inherently inductive, aiming to generate general rules from par-

ticulars. What makes us lean toward the latter possibility is that AI is largely

concernedwith themodeling of deliberate individual practices that are the re-

sult of conscious activities and thus can be seen as humanworks. As a study of

humanworks, it is therefore a science of culture, in the sense that the termhas

been defined above. Undoubtedly, themethods it uses are essentially based on

mathematical and statistical approaches.At the same time, froma logical point

of view, a large part of the activity of AI consists in calculating for and simulat-

ing tasks that are the fruit of some human practices, such as those mentioned

here, and that, as such, belong to culture. Thus, the study of the relations be-

tween AI and HSS leads not only to showing the historical interest of AI for

HSS, to highlight the use of AI byHSS and themodifications of the latter,with

AI, orwhatwe call the ‘computational turn’ of the latter, but also to show, in this

respect, the proximity between AI and HSS.

List of references

Anderson, Chris (2008): “The End ofTheory:TheData DelugeMakes the Scien-

tific Method Obsolete.” June 23, 2008 (https://pdodds.w3.uvm.edu/files/p

apers/others/2008/anderson2008a.pdf).

Bachelard, Gaston (1938): La Formation de l’esprit scientifique, Paris: Presses

Universitaires de France.

https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf
https://pdodds.w3.uvm.edu/files/papers/others/2008/anderson2008a.pdf


Jean-Gabriel Ganascia: Cross-interactions between AI and epistemology 119

Bobrow, Daniel G./Winograd, Terry (1976): An Overview of KRL, A Knowl-

edge Representation Language, Stanford Artificial Intelligence Laboratory

Memo AIM-293, Stanford: Stanford University.

Boukhaled, Mohamed Amine/Ganascia, Jean-Gabriel (2015): “Computational

Study of Stylistics: a Clustering-based Interestingness Measure for Ex-

tracting Relevant Syntactic Patterns.” In: Proceedings of the 16th Interna-

tional Conference on Intelligent Text Processing and Computational Lin-

guistics, Cairo, Egypt, April 14–20.

Brachman, Ronald/Fikes, Richard/Levesque, Hector (1983): “KRYPTON: A

Functional Approach to Knowledge Representation.” In: IEEE Computer

16/10, pp. 67–73.

Cassirer, Ernst (1923): Substance and Function, Chicago: Open Court.

Cassirer, Ernst (1942): “Zur Logik der Kulturwissenschaften.” In: Göteborgs

Högskolas Årsskrift 47 [Translated into English under the title The Logic

of the Humanities (1961)], NewHaven, CT: Yale University Press.

Collins, Allan M./Quillian, Ross (1969): “Retrieval Time From Semantic Mem-

ory.” In: Journal of Verbal Learning and Verbal Behavior 8/2, pp. 240–247.

Ganascia, Jean-Gabriel (2008): “‘In silico’ Experiments: Towards a Computer-

ized Epistemology.” In: Newsletter on Philosophy and Computers 7/2, pp.

11–15.

Ganascia, Jean-Gabriel (2011): “MEDITE – A Unilingual Text Aligner for Hu-

manities. Application to Textual Genetics and to the Edition of Text Vari-

ants.” Supporting Digital Humanities (SDH 2011), Copenhagen, Den-

mark (http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=Attac

hFile&do=get&target=SDH2011.pdf).

Ganascia, Jean-Gabriel (2015): “The Logic of the Big Data Turn in Digital Liter-

ary Studies.” In: Frontiers in Digital Humanities 2/7 (https://doi.org/10.33

89/fdigh.2015.00007).

Ganascia, Jean-Gabriel/Glaudes, Pierre/Del Lungo, Andrea (2014): “Automatic

Detection of Reuses and Citations in Literary Texts.” In: Literary and Lin-

guistic Computing 29/3, pp. 412–421.

Goodfellow, Ian/Pouget-Abadie, Jean/Mirza, Mehdi/Xu, Bing/Warde-Farley,

David/Ozair, Sherjil/Courville, Aaron/Bengio, Yoshua (2014): “Generative

AdversarialNets.” In: Proceedings of the International Conference onNeu-

ral Information Processing Systems (NIPS 2014), pp. 2672–2680.

Haugeland, John (1985): Artificial Intelligence: The Very Idea, Cambridge: The

MIT Press.

http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
http://www-poleia.lip6.fr/~ganascia/Medite_Project?action=AttachFile&do=get&target=SDH2011.pdf
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007
https://doi.org/10.3389/fdigh.2015.00007


120 Beyond Quantity

Jockers,Matthew (2013): Macroanalysis: Digital Methods and Literary History,

Champaign: University of Illinois Press.

King, Ross D./Whelan, Kenneth E./Jones, Ffion M./Reiser, Philip G./Bryant,

Christopher H./Muggleton, Stephen H./Kell, Douglas B./Oliver, Stephen

G. (2004): “Functional Genomic Hypothesis Generation and Experimenta-

tion by a Robot Scientist.” In: Nature 427/6971, pp. 247–252.

LeCun,Yann/Bengio,Yoshua/Hinton,Geoffrey (2015): “DeepLearning.” In:Na-

ture 521, pp. 436–444.

Mach, Ernst (1976): “On Thought Experiments.” In: Knowledge and Error.

Sketches on the Psychology of Enquiry, Dordrecht: D. Reidel Publishing

Company.

McCarthy, John/Minsky, Marvin L./Rochester, Nathaniel/Shannon, Claude E.

(1955): “A Proposal for the Dartmouth Summer Research Project on Artifi-

cial Intelligence.”, August 31, 1955 (http://raysolomonoff.com/dartmouth/

boxa/dart564props.pdf).

McCulloch,Warren/Pitts,Walter (1943): “A Logical Calculus of the Ideas Imma-

nent in Neuron Activity.” In: Bulletin of Mathematical Biophysics 5/13, pp.

115–133.

Minsky, Marvin (1974): A Framework for Representing Knowledge, MIT-AI

Laboratory Memo 306, Cambridge: MIT.

Minsky,Marvin/Papert,Seymour (1972): Perceptrons: An Introduction toCom-

putational Geometry, Cambridge:TheMIT Press.

Moretti, Franco (2005): Graphs, Maps, Trees: Abstract Models for a Literary

History, London: Verso.

Newell, Alan (1982): “The Knowledge Level.” In: Artificial Intelligence 18, pp.

87–127.

Newell, Allen/Shaw, J.C./Simon, Herbert (1958): “Elements of a Theory of Hu-

man Problem Solving.” In: Psychological Review 65, pp. 151–166.

Newell, Alan/Simon,Herbert (1956):The LogicTheoryMachine. A Complex In-

formation Processing System, P-868, Santa Monica: The Rand Corpora-

tion.

Rickert, Heinrich (1921): Kulturwissenschaft und Naturwissenschaft, Tübin-

gen: J.C.B.Mohr.

Rosenblatt, Frank (1957): The Perceptron, A Perceiving and Recognizing Au-

tomaton, 85–460-1, Buffalo: Cornell Aeronautical Laboratory.

Rosenblatt, Frank (1958): “The Perceptron: A Probabilistic Model for Informa-

tion Storage and Organization in the Brain.” In: Psychological Review 65,

pp. 386–408.

http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf
http://raysolomonoff.com/dartmouth/boxa/dart564props.pdf


Jean-Gabriel Ganascia: Cross-interactions between AI and epistemology 121

Rumelhart,David/Hinton,Geoffrey/Williams,Ronald (1986): “LearningRepre-

sentations by Back-Propagating Errors.” In: Nature 323/6088, pp. 533–536.

Samuel, Arthur L. (1959): “Some Studies in Machine Learning Using the

Game of Checkers.” In: IBM Journal of Research and Development 44, pp.

206–226.

Simon, Herbert (1969): The Sciences of the Artificial, Cambridge: The MIT

Press.

Simon, Herbert/Newell, Alan (1958): “Heuristic Problem Solving: The Next Ad-

vance in Operations Research.” In: Operations Research 6, pp. 1–10.

Sorensen, Roy (1992): Thought Experiments, New York: Oxford University

Press.

Turing, Alan (1950): “ComputingMachinery and Intelligence.” In:Mind 59/236,

pp. 433–460.

Valiant, Leslie (1984): “A Theory of the Learnable.” In: Communications of the

ACM 27/11, pp. 1134–1142.

Vapnik, Vladimir (1999): The Nature of Statistical Learning Theory, New York:

Springer.

Vaswani, Ashish/Shazeer, Noam/Parmar, Niki/Uszkoreit, Jakob/Jones, Llion/

Gomez, Aidan N./Kaiser, Lukasz/Polosukhin, Illia (2017): “Attention Is All

You Need.” (https://doi.org/10.48550/arXiv.1706.03762).

Weizenbaum, Joseph (1966): “ELIZA – A Computer Program for the Study of

Natural Language Communication Between Man and Machine.” In: Com-

munications of the ACM 9, pp. 36–35.

Winograd,Terry (1970): Procedures as aRepresentation forData in aComputer

Program for Understanding Natural Language, MIT AI Technical Report

235, Cambridge: MIT.

https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762
https://doi.org/10.48550/arXiv.1706.03762




AI and the work of patterns

Recognition technologies, classification, and security

Gabriele Schabacher

The connection between AI and patterns is so self-evident that addressing it

might seem downright redundant. Nevertheless, I hope to make this connec-

tion a little less self-evident and to identify some aspects of what I will call the

work of and on patterns in AI.While Kaufmann, Egbert and Leese (2019) limit

the “politics of patterns” solely to questions of policing applications, I will un-

derstand the political dimension of patterns in a broader cultural-historical

sense, asking for the politics specifically associated with the work of patterns.

This means examining the power and agency of patterns and including con-

texts and discourses that at first glance seem far removed from current AI is-

sues. In doing so, I will contribute to the question that interests this volume,

how changes ‘beyond quantity’ occur in the context of artificial neural net-

works, that is, how ways of knowing are affected by AI technologies and vice

versa.

I beginwith the assumption that AI epistemologically finds itself in amid-

dle, and an ambiguous, position in at least three ways. Firstly, from a disci-

plinary perspective, it is situated between the sciences of nature and the sci-

ences of culture (Ganascia 2010: 71), rendering AI an intermediary realm be-

tween the two (ibid.: 68, with reference to Rickert 1926: 101). Secondly, its the-

oretical-methodological status oscillates between science and tool (cf. Russell/

Norvig 2021),whichmakes it both an object of academic research and an agent

in economic application contexts (product, service), thus generating a kind of

‘scientific economic complex’ that is accompanied by specific affordances. For

while the supposed ‘AIwinter(s)’were related to the impossibility of adequately

representing intelligence in machines in a rule-based way (symbolic AI), the

current success owesmuch to the displacement of this question in favor of the

broad applicability of AI technologies operating on the basis ofmachine learn-

ing and increased computational power (subsymbolic AI) (on the genealogy of
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AI cf. Crevier 1993; Sudmann 2019).Thirdly, from the cultural andmedia stud-

ies approach of this paper, AI technologies are to be understood as media (in

the broader sense).1 This means to take them seriously in their role as media-

tors and to ask which inherent logics they go hand in hand with, which forms

of knowledge and power they express, which genealogies they entail and how

they transform social and societal relations and institutions (intimacy, educa-

tion, health, security etc.).

The argument will proceed in four steps.The first twowill focus on pattern

formation and on pattern detection, respectively. I will here take a closer look

at the role of patterns in general and explore their agency and effects: What

exactly is the power of patterns in contexts of cognition or application, what

exactly do patterns ‘do’ in this process, how does resorting to the notion of

pattern inform processes of understanding? In doing so, I will (culturally and

historically) distinguish between two forms of patterns, or more precisely two

ways of conceptualizing them, namely template in the sense of ‘stencil’ (Ger-

man: Schablone) on the one hand, and correlation (respectively emergence) on the

other. In the further course, it will become apparent how these two forms are

peculiarly intertwined in the horizon of AI technologies.Thus, the paper does

not discuss a historical development or translation from template to correla-

tion, but the specific layering of these two understandings in today’s AI sys-

tems. In a third step, using the application domain of security research, I will

look at what the concrete experimental settings and setups of activity recog-

nition reveal about the status of patterns and show how the blending of tem-

plate and correlationworks out here.The focuswill be onGermanpilot projects

in Berlin and Mannheim that test the use of intelligent video analysis. And fi-

nally, I will comment on the statistical creativity of AI image generators such

asDALL-E,highlight four overarching aspects associatedwith thework of pat-

ternsofAI technologies,anddescribe their effects on scientificunderstanding,

but also on culture and society in general: These concern the connection be-

tween promised simplification and actual complication byAI technologies, the

1 Such a perspective assumes that not only communication media (mass media, social

media), but also scientific instruments, technical apparatuses, means of transporta-

tion, infrastructural networks, and bodies can be understood as media insofar as they

are instances ofmediation and transmission. Evidence can already be found in the his-

tory of the term, according to whichmedium in classical Latin equally meant “middle”,

“intermediary”, and “means” (OED 2023: medium; Seitter 2002: 19–32).
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politics of rationalization and familiarization going along with them, their le-

gitimization by scientific application contexts, and the invisibilization of their

normative aspects.

1. Pattern formation

According to the German sociologist Armin Nassehi (2019), the success of dig-

itization ‒ and for him this implies the use of AI systems ‒ is that it makes

the regularities of societies visible again. Thus, in Nassehi’s eyes, digitization

does not produce anything radically new, but rather it represents a fundamen-

tal irritation for the self-understanding of 20th centurymodernity in terms of

freedom and plurality: For it makes us aware of the extent to which types, reg-

ularities and categorizations are in operation (ibid.: 50–51), even if, as Andreas

Reckwitz puts it, “the society of singularities” (2020) does not want to admit

this. Although this article will not follow a systems theory approach, Nassehi’s

suggestion tounderstandwhatdigital (andAI) technologies aredoingas akind

of ‘rediscovery’ of patterns of order seems worth considering.

Figure 1: Haeckel’s art forms of nature. Taken fromHaeckel (1904: plate 84).
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Patterns are central structures in the cultural history of mankind, because

they are essential for the fact that something like cognition can take place

at all. Patterns are regular structures, which are characterized by repetition

(be it spatially or temporally) and (self-)similarity (cf. Stewart 2001: 28–37).

Human perception as well as information theory mainly operate with pat-

terns of medium entropy, that is with such structures that are neither mere

noise nor completely identical. For patterns understood in this way, one could

think of the simple organisms in the field of fauna and flora described by

Ernst Haeckel as “art forms in nature”; it is the geometry of their basic shapes

(“Grundformen”, 1904: 9) that Haeckel emphasizes as aesthetic and as acces-

sible to a morphological observation (also through techniques of microscopic

magnification). The plates for the organisms in question are therefore always

displayed twice: The diatoms, for example, are shown (fig. 1) once in a realistic

fashion and once only as schematic outlines, which makes the patterned

nature of the forms (symmetries, repetitions) evenmore obvious.

In abroader sense, familiar phenomena likewaves,dunes or clouds also ex-

hibit pattern formation.Here, one could also think of the fractals described by

Benoit Mandelbrot (1982), which imply self-similarity in a recursive logic and

consist of reduced copies of themselves.Thereby, he illustrates the differences

between the different types of self-similarity (fig. 2).

Figure 2: Self-similarity, standard and fractal. Taken fromMandelbrot (1982: 44).
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Figure 3: Tilings from Portugal, 15th century. Taken fromGrünbaum/Shephard (2016

[1987]: 7).

Patterns, however, do not only arise naturally, they can also be actively

manufactured. One may think of tropes and figures in rhetoric, forms of

parquetry and tiling (fig. 3), wallpaper, fabric and knitting patterns (fig. 4), but

also of architectural ornaments (cf. Gombrich 1984) or patterns in music (in

the sense of recurring rhythmic or harmonic structures).

Figure 4: Instructions for a baby cap from a Victorian knitting book, each row indicat-

ing the stitches to be knitted. Taken fromRiego de la Branchardière (1848: 44f.).
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Figure 5: Simple geometric forms. Taken fromDay (1887: plate 3).



Gabriele Schabacher: AI and the work of patterns 129

Figure 6: Jacquard loom,Musée d’art et d’industrie de Saint-

Étienne, France. Photograph©Hélène Rival (2012).

Althoughpatternsmight at first be understood as primarily visual and spa-

tial, reference to sounds, music, and speech reveals their equally acoustic and

temporal dimensions. In all these cases, patterns can be generated because

they are calculable due to their properties of iterability and regularity, and thus

usable for diverse kinds of compositions.They can be written down andmade

available as instructions and plans. Variation is possible on the basis of simple,

geometric forms and operations (fig. 5).2

2 If space fillings (tessalation) are designed in such a way that basic shapes are repeated

symmetrically, one speaks of periodic patterns: they are created by mirroring, shifting
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Errors, irritations and other forms of disturbance can be identified as de-

viations from the specified pattern.These man-made patterns are thus based

on a form of programming, i.e., an operation in individual steps that takes the

form of algorithmic processing. It is therefore no coincidence that the history

of computing refers tomechanicalweaving as a predecessor, and especially the

programming of loomswith punch cards since the late 18th century (cf. Schnei-

der 2007) (fig. 6).3

The important role of regularity of patterns is seen early on. Lewis F.Day, a

British artist of the Arts and Crafts movement, records in his little instruction

booklet on ornamental design,TheAnatomy of Pattern (1887):

The very repetition of parts, then, produces pattern; so much so, that one

may say wherever there is ordered repetition there is pattern. Take any form

youplease, and repeat it at regular intervals, and youhave,whether youwant

it or not, a pattern, as surely as the recurrence of sounds will produce rhythm

or cadence. (ibid.: 2)

ForDay, the process of creating patterns is fundamentally accompanied by op-

erationsofdifferentiation,grouping,andclassification,which refer to the fun-

damental regularity of the world:

[A]nd just as the physiologist divides the animal world, according to

anatomy, into families and classes, so the ornamentist is able to clas-

sify all pattern-work according to its structure. Like the scientist, he is able

even to show the affinity between groups to all appearance dissimilar; and,

indeed, to point out how few are the varieties of skeleton upon which all

this variety of effect is framed. (ibid.: 3f.)

Patterns, thus, relate not only to regularity, but are tied to basic operations of

classification.

and rotating geometric figures (rhombuses, triangles, quadrilaterals), which regularly

fill surfaces as basic elements. If such symmetries are not provided, one speaks of ape-

riodic tiling patterns such as Penrose tiling (cf. Grünbaum/Shepard 2016 [1987]).

3 Lorraine Daston, in her book on rules, describes the transition from “rule-as-model”

to “rule-as-algorithm” (2022: 21) as the consequence of the division of labor in the 19th

century,whichdecomposedprocesses into calculable single steps and in thiswaymade

possible the transition from uncertain to controllable, fixed contexts (ibid.: 120f.).
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2. Pattern detection

Corresponding to their regular formation, the recognition of patterns re-

quires the ability to identify such similarities, regularities, repetitions or rules

in given corpora of data.This insight is equally applied in cognitive science and

perceptual psychology (Eysenck/Keane 2015; with reference to Gestalt psychol-

ogy Koffka 1935: 106–177; Ehrenfels 1890), but also in computer science where

the focus is on automating such recognition processes. The recognition of

patterns here is considered to be the detection of feature complexes,which are

(after a training phase) automatically assigned to certain categories. Pattern

recognition is thus always accompanied by tasks of classification. However,

it does not only concern the assignment of objects to already existing classes,

but also the assignment of feature complexes to different classes, which are

thus created in the first place. Even if today’s computer scientists consider

the term “input-output mapping” to be more accurate and prefer it to that of

pattern recognition in order to avoid the comparison to biological systems and

visual perception,Matteo Pasquinelli states: “Nonetheless, the construction of

a relation between an input x and output y is still fundamentally the search for

a pattern” (2019: 8; original emphasis).

Thismeans that before apattern canbe recognizedby information technol-

ogy, it must be produced: In machine learning, an AI system has to first learn

on the basis of training data what it is supposed to recognize at all. Since –

analogous to natural neural networks – it is a matter of experiential learning,

it is important which ‘experiences’ the AImakes.4Theobjects of these recogni-

tion processes (be they images, objects, activities) are nothingmore than “sta-

tistical distributions of a pattern” (Pasquinelli 2019: 8). In principle, all forms

of machine learning work with the three operations training, classification, and

prediction,whichare fundamentally related topatterns:The trainingphase con-

cerns “pattern abstraction”, the algorithm learns to associate an inputwith a cer-

tain output (for example, a label); classification can be understood as “pattern

recognition” in the literal sense: new input data are compared with the learned

statistical distribution in order to see if they fall within its range and have to be

4 Different types of machine learning can be distinguished (Russell/Norvig 2022: 670f.):

The AI can learn by defining input/output pairs (supervised learning), by defining only

the input and letting the neural networks come to results themselves (unsupervised

learning), or by implementing a kind of self-optimization that works with reinforcing

feedback (reinforcement learning).
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assigned the correspondingoutput label; finally,prediction canbeunderstood,

as Pasquinelli puts it counterintuitively, as “pattern generation” (ibid.: 8f.; orig-

inal emphasis). Here, new input data is used to “predict their output value y”,

that is, the statistical model “is run backwards to generate new patterns rather

than recording them” (ibid.; original emphasis).

However, trainingdata forAI systems is a “scarce resource” (Mühlhoff 2020:

1873), since their production is labor, time and computationally intensive and

therefore causes high costs. For this reason, the same large benchmark data

sets are used again and again, rendering them “the alphabet on which a lingua

franca is based” that is used and expanded in the competition between the dif-

ferent companies for thebest performance (Crawford2021: 97; original empha-

sis) and which generates “[g]enealogies of data collections [...], each building

on the last—and often importing the same peculiarities, issues, or omissions

wholesale” (ibid.: 102). For example, the image data set ImageNet, published in

2009 with 14 million images and 20,000 categories, relies on taxonomies de-

rived from the WordNet lexical database, which has been under development

since themid-1980s anddates back to the 1961BrownCorpus (ibid.: 136).But al-

though it would be crucial for classification systems and the political-social in-

stitutions that relate to anddependon them, to this day there are “no standard-

ized practices to note where all this data came from or how it was acquired”

(ibid.: 103). The history of science, however, recently turned to such questions

of data re-use, asking, from both a theoretical as well as methodological per-

spective, what effects the mutability and mobility of data – their “data jour-

neys” – have on the respective disciplines, the knowledge produced, and the

politics associated with the data (Leonelli 2020). This is all the more relevant

because economic factors play an important role. Part of the story of the pro-

duction of ImageNet, for example, was that for the first time data labeling was

outsourced to poorly paid crowdworkers on Amazon Mechanical Turk, from

which significant errors in the data resulted, not least because of the immense

time pressure (50 frames had to be labeled per minute). Training data is thus

accompanied by various forms of bias, which is discussed as discriminatory

AI or “discriminating data” (Chun 2021). Distortions can be found on at least

three levels: Firstly, the implementation of already existing stereotypes in the

AI systems (world bias), then the way the training data is produced (capturing,

formatting, labeling) and, for example,whether it includes older (more conser-

vative) taxonomies to save costs (data bias), and finally computational errors

and “information compression” that make already existing inequalities even

more unequal (algorithmic bias) (Pasquinelli 2019: 9f.). As we have seen with re-
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spect to the genealogies of data sets for training, it is especially data bias that

is important here. In the field of biometric recognition, errors can be found

with respect to feature extraction (cleansing, reduction, and incompleteness

of data), but also with regard to the inaccuracy of annotations or the non-rep-

resentative weight of groups (gender, race, class, age, origin, etc.) leading to

multiple forms of discrimination (gender bias, racial bias, age bias etc.), when

supposedly detected features are assigned to certain classes (cf. Boulamwini/

Gebru 2018; Benjamin 2019; Nobel 2019).

AI systems trained on a sufficiently large data set with correctly labeled

data should subsequently be able to correctly classify newdata according to the

learned pattern. They thus proceed inductively and generalize, starting from

their training data. In supervised learning, two types of generalization errors

can occur (bias-variance tradeoff ) (Samutt/Webb 2011: 100): in one case, the sys-

tem does not learn correctly, i.e., does not establish the correct relationships

between input and output (underfitting); in the other, it is too sensitive to vari-

ations in the training data (overfitting).Thus,while in the first case it learns the

‘wrong’ patterns, in the second it cannot sufficiently distinguish between pat-

tern and background (Pasquinelli 2019: 11). We all know such forms of irrita-

tion from the field of human perception, when faces are seen in things where

there are none, in the well-known case of pareidolia. Pictures of the Hungar-

ian-French artist Brassaï can illustrate the point in question: On his wander-

ings throughnocturnal Paris around 1930,Brassaï photographedwallswith in-

dentations and holes (fig. 7) which all seem face-like, as they invoke the cultur-

ally andhistorically anchoredschematicity of the face (dot,dot,comma,stroke)

(Weigel 2017: 126; on faciality cf.Deleuze/Guattari 1987: 167–191).Overfitting to

training data generates similar effects, which is why such phenomena are also

described as “data paranoia” (Apprich 2018) or apophenia (Steyerl 2018).

But if all these irritations, errors, and deviations occur in the context of

machine learning, why do the fundamental problems of classification and

taxonomy in and by AI systems receive such little attention? According to Kate

Crawford, “the issue of bias in artificial intelligence has drawn us away from

assessing the core practices of classification in AI, along with their attendant

politics” (Crawford 2021: 128). The companies concerned see forms of bias as

a purely technical problem – “a bug to be fixed” (ibid.: 130) – rather than a call

to debate “why these forms of bias and discrimination frequently recur and

whether more fundamental problems are at work than simply an inadequate

underlying dataset or a poorly designed algorithm” (ibid.: 129; original empha-

sis). However, this leads to a self-reinforcing logic that confirms the supposed
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neutrality of the technical (cf. ibid.: 131), thus normalizing the underlying

worldviews and classifications: “[T]raining datasets pass as purely technical,

whereas in fact they contain political interventions within their taxonomies:

they naturalize a particular ordering of the world which produces effects that

are seen to justify their original ordering” (ibid.: 139).

Figure 7: Brassaï, Series “La Naissance du Visage” and “Masques et visages” (around

1930). © Estate Brassaï 2023.

What, then, do patterns from the fields of cultural and natural history have

todowith those of computer science?What dowegainby relating themto each

other? I argue that at least three aspects can be highlighted concerning the use

ofpatterns in the context ofAI technologies: the crossingof twodifferent forms

of patterns (template and correlation), the visibility, and respectively invisibil-

ity, of patterns, and the temporal dimension of patterns.

Regarding the first aspect, there is a crossing of two models of patterns,

which I heuristically call the model of the stencil (template) (German: Scha-

blone) on the one hand and themodel of correlation or emergence on the other.

In hisOekonomische Enzyklopädie (1805), Johann Georg Krünitz had already dis-

tinguished between different kinds of patterns (German: Muster): the model

or prototype (German: Vorbild), in the physical as well as moral sense, then

the sample of goods, the sample piece, and finally the pattern in the sense of a

figure (for instance in gardening), referring to the dimension of showing and

making see (monstrare) (ibid.: 219f.; cf.OEDonline2023b). I argue that in thedi-

mension of the prototype (in the broadest) sense as well as in the sample piece,

a normative dimension of the pattern in the sense of the stencil is revealed,
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while the showing of a figure emphasizes the emergent dimension of the pat-

tern. Now, in AI systems, I further argue, a blending of these two understand-

ings of pattern occurs. For AI systems work with predefined patterns (such as

annotated features and categories in training data), which they are not only

supposed to recognize in use cases, but to enrich with further data to generate

new patterns when it comes to prediction or, for example, image generation.

On the basis of first-order patterns (stencils in the sense of templates), second-

order patterns (correlations) are generated.

Secondly, such higher-order patterns ‒ I refer once again to Armin

Nassehi’s argument ‒ make something visible that modern society does

not want to know about itself, namely how typifiable, classifiable and regular

it is. In contrast, then, to the culturally and historically familiar visible surface

divisions in the realm of mosaics, knitted fabrics, or wallpaper, we are dealing

here with phenomenally invisible patterns, which, analogously to statistical

surveys, only become visible with the use ofmass data.Thus, patterns are cen-

trally concerned with the question of their visibility and invisibility. Already in

the case of the single-celled organisms analyzed by Haeckel, visibility was not

immediately given, but had to be established first, for example bymicroscopic

magnification. And in the case of parquetry, it has always been a matter of

calculability. In the case of AI systems, the paradoxical situation arises that the

comprehension of the calculation is not made available, so that the patterns

appear as pure emergences.5

Thirdly, the patterns produced by AI technologies are accompanied by a

shift in the temporal vector of cognition.The goal is not re-cognition alone (as

it was in cultural and natural history), but rather pre-cognition. On the basis

of a principal calculability of all conceivable correlations between myriads of

categories, AI systems model expectations of consumption, behavior, but also

of security. In the following I will briefly discuss the security domain, because

AI systems are on the agenda here less to contain current problems than to

preemptively deal with future ones. On the basis of stenciled training data, AI

5 In fact, there is no such thing as ‘pure’ emergence. As Boris Groys has shown for thefield

of art, the new is always based on re-combinations of what already exists, revaluations

of contexts, and new comparisons (1992, 2000). In contrast to previous forms of the

‘new’, AI technologies can recombine any number of elements in any number of subtle

ways without making any mistakes or forgetting anything; they therefore no longer

have the possibility of negation, intervention, or deviation.
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systemsdonot only anticipate the future,but also shape it quasi-automatically

through the policies that accompany them.

3. Security in crowded settings

In the aftermath of 9/11, security issues have become a preferred domain for

the application of AI systems, coupling forms of visual surveillance with the

control of data flows (dataveillance) and giving rise to systems of intelligent

video surveillance (Stanley 2019; in broader perspective Andrejevic 2020). The

focus is on biometric recognition systems (face, iris, gait, etc.) as well as on ob-

ject and activity recognition, which are believed to have decisive gatekeeping

functions for regulating traffic flows and correlating security regimes. In the

following, I would like to refer to image recognition methods that are used in

video analytics, in which images of surveillance video feeds are automatically

analyzed. In particular, I concentrate on two German pilot projects in Berlin

and Mannheim that are testing such AI systems in public spaces, that is at a

train station and in further urban areas. At first glance, train stations seem

to be much less security-critical settings than, for example, border regimes of

states.Nevertheless, such constellations are a good illustration of the “‘becom-

ing environmental’ of surveillance” by today’s AI systems (Andrejevic 2020: 84).

The focus onGermany is interesting against this background, since the stricter

data protection laws allow the use of AI technologies in public spaces only in

test constellations (cf. Schabacher/Spallinger forthcoming), which on the one

hand makes the conditions and problems of their use comparatively explicit

and on the other hand represents a strategy of familiarization with these sys-

tems. However, even though facial recognition is highly controversial, also in

Germany the Covid pandemic has driven general datafication and normalized

facial recognition technologies as systems of automated identification “at a

distance” (Andrejevic 2021: 150).The respective AI companies see this as a gate-

way to generalized data networking, operating simultaneously at individual

and biopolitical levels in the sense of “granular biopower” (ibid.: 153), thus ex-

hibiting the basic promise of AI systems: “tomodulate themilieu at the level of

the individual” (ibid.: 152f.).6

6 Louise Amoore also emphasizes this biopolitical dimension when she analyzes the in-

creasing datafication of border regimes – “biometric borders” – that make the pris-
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With regard to patterns and AI technologies, I would like to discuss two

questions inparticular:What canbeunderstoodas securitypatterns in thefirst

place and what problems are encountered in their conceptualization and im-

plementation? Following test phases on facial recognition, in 2019, a pilot test

on situation and behavior recognition systemswas carried out at the train sta-

tion Berlin Südkreuz for several months (for further details on both tests, cf.

Schabacher 2021; forthcoming). The tests took place as a collaboration of the

Federal Ministry of the Interior, the Federal Police, the Federal Criminal Police

Office, and Deutsche Bahn AG,which labelled Berlin Südkreuz a “security sta-

tion” (“Sicherheitsbahnhof”) (Federal Ministry of the Interior and Community

2017) and announced the testing of intelligent surveillance systems.While the

first test in 2017 and 2018was concernedwith the identification of individuals,

which was accompanied by a great deal of public interest and triggered many

critical debates, the public perceived the second test as supposedly less criti-

cal. This was because it did not use facial recognition, but aimed at detecting

dangerous situations under anonymity conditions. In order to generate train-

ing material for the AI systems, corresponding scenarios were performed by

actors and recorded (including demarcation scenarios) on several days of the

week on site at the station. The trained scenarios referred to four predefined

patterns (“lying (helpless) person”, “entering defined areas”, “flows or gather-

ings of people”, “abandonedobject”), the possibility of “countingpeople” aswell

as two additional functions, namely the tracking of persons or objects as well

as the “retrograde evaluation” of video material (Federal Police 2019).

Already the selection and naming of the dangerous situations show the op-

eration of stenciling in the sense of first-order patterns.Certain types ofmove-

ments are, in a sense, cut out and set apart from the background and are thus

made relevant in terms of security compared to supposedly normal situations

at the station.They concern the posture of people – compared to standing and

walking, lying down represents a deviation, which can refer both to a person

who has had an accident and to a person without shelter. They concern the

position of individuals in relation to a zoning of space: certain areas such as

tracks should not be entered. They refer to the speed of movement of groups

— a rapid gathering or dispersal of people is understood as being caused by

dangerous events. And the single object relates to the fact that at stations ob-

jects occur in close proximity to people (pieces of luggage, dogs, children), but

oner’s body “the bearer of the border, as it is inscribed withmultiple coded boundaries

of access” (Amoore 2006: 347f.).
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canbecomedangerous if separated (imagoof the bombcase).However, insofar

as these patterns are imaginaries of danger that are regularly and extensively

played out in popular culture (cf.Horn 2018; Koch/Nanz/Pause 2018), there can

be no question of requiring AI technologies to recognize them here. It can be

assumed that it is not only amatter of recognizing such first-order patterns of

danger, but that, with reference to the two police functions mentioned above

(tracking and retrograde evaluation), second-order patterns are expectedhere,

too, i.e., correlations that only amass analysis of material collected in this way

can produce.

However, it is not only what figures as security patterns in the first place

that points to the gap between the ambition and reality of AI systems; the pro-

duction of these patterns also proves to be difficult. As with facial recognition

technologies, the hope with AI systems of situation and behaviour recognition

was also that theywouldn’t only provide support for theworkof station control,

butwould also help to reduce personnel in the security sector.The reality, how-

ever,was different.The introduction of such systems alwaysmakes the respec-

tive settings more complex overall: For instead of simplifying things, AI sys-

tems interminglewith other actors –peoplewhomanage and repair them, the

technical and physical building infrastructure on site, software companies, in-

stitutional regulations and legal requirements, the people they are supposed to

detect.They can therefore never represent simple systems of control, butmust

in turn be elaborately controlled, regulated, and monitored, which raises new

questions and problems. The complexity they seek to reduce is thus continu-

ally increased by the AI systems in question. Even their purely technical func-

tioning requires a high degree of customization and adaptation: the creation

of training data (through the invention of ‘scenes’ and production of own video

material), the calibration of the systems (for example,due to the changing light

conditions in real space), the preparation, extraction and classification of fea-

tures, the manual removal of random and systematic errors. Furthermore, an

appropriate evaluation and analysis as well as reports are necessary, but also

accompanying public discourses that prove such a test to be a success. This is

not provided in the case of the secondSüdkreuz test, the (poor) results ofwhich
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have not beenmade public so far;7 instead, the project has been extended (Fed-

eral Police/Deutsche Bahn 2020).

Figure 8: Processing crowded public spaces. Taken fromGolda et al. (2019: 1).

However, problems with the conceptualization and implementation of

patterns can be observed at a more fundamental level. Motion and activity

recognition is one of the strongly discussed fields in computer vision. Public

places such as train stations pose particular difficulties, since they are crowded

and present unstructured everyday situations withmany people (fig. 8), which

makes the recognition process complex and computationally intensive due to

lighting conditions, multiple occlusions as well as rapid movement of many

people. A pilot project in Mannheim is working with the Fraunhofer Institute

of Optronics, System Technologies and Image Exploitation (IOSB) to develop

a software based on artificial neural networks specifically for police situation

assessment in such environments (cf. Golda/Cormier/Beyerer 2022).8 In this

7 Even though the final report of the second test was not publicly available, it was avail-

able to the Federal Data Protection Commissioner who concluded that the results did

not justify further “similarly elaborate tests” but that security should be increased by

“other measures” (BfDI 2022: 74).

8 The “Mannheim Way” project (2018–2023), a cooperation between the City of

Mannheim, Mannheim Police Headquarters, the responsible Ministry of the Inte-

rior, Digitalization and Migration Baden-Württemberg, and the IOSB, is testing video
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process, the image data originating from the live feed of a static surveillance

camera is detected for recognizable persons (fig. 9); to protect privacy and to

avoid other forms of bias, these are converted into skeletal representations,

which are thenfiltered for anomalies.These anomalies are classified in relation

to defined activities (such as hitting or kicking). If there is an accumulation of

such ‘critical’ activities within a certain period of time, a warning is generated.

Otherwise, the data is deleted after a defined time (e.g., one minute).

Figure 9: Human Pose Estimation. Edited version of image taken fromGolda/Cormier/Beyerer

(2022: 1493).

I would like to concentrate on one aspect here, namely the human pose es-

timation. Interestingly, this is a workaround made necessary by German data

protection regulations: Namely, human pose estimation bypasses the process

of identifying individuals in favor of anonymity conditions and the analysis of

group-related behavioral constellations. This method is based on identifying

and classifying joints of the human body. For this purpose, every joint (elbow,

head, torso, etc.), also called “key point”, assumed to describe the posture of a

person is captured from a given video input in order to obtain a skeletal repre-

sentation of the human body (Golda/Cormier/Beyerer 2022: 1494f.). A normal

surveillance camera takes a new image every 33milliseconds, the processing of

which requires a correspondingly large amount of computing time, depend-

ing on the number of poses to be detected (ibid.: 1491). Especially in crowded

surveillance in urban areas (https://www.iosb.fraunhofer.de/en/projects-and-product

s/intelligent-video-surveillance.html) (31.03.23).

https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html
https://www.iosb.fraunhofer.de/en/projects-and-products/intelligent-video-surveillance.html


Gabriele Schabacher: AI and the work of patterns 141

scenarios, such as a metropolitan train station (fig. 10), the bounding boxes

in the background quickly become confused. Therefore, the live operation of

such AI systems represents a compromise between the accuracy and the speed

of detection, as in a real-world scenario “the surveillance footage requires im-

mediate processing in order to provide human assistance on-site in a matter

of minutes” (Cormier et al. 2022: 591).

Figure 10: Increasing occlusions in the background. Taken fromCormier et al.

(2022: 597).

Such a compromise is of course understandable under real-world con-

ditions, since an alarm system should be able to react quickly. However, it

already pertains to the production of the training data. The quality of activity

recognition or the respective pose estimation depends here, amongst other

things, on the number of “keypoints” (body joints). So time is a significant

factor here, as “annotating a single human body pose for activity recognition

requires 40–60 seconds in complex sequences” (Cormier et al. 2021: 1649).

That means, the higher the number of body joints, the more accurate the

representation, but the longer the overall computing time. The crowdedness

of real-world conditions require even further trade-offs: To build a data set for

crowded scenarios with many people, one resorts to automated annotation

(Cormier 2021: 36f.) and “data augmentationmethods” in order to supplement

hidden limbs by “synthetic training data” (Golda et al. 2019: 2), which reduces

the authenticity of the data structures in favor of completing poses. AI sys-

tems are therefore already used for the production of training data. Of course,

this specific constellation depends on the current state of implementation
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of AI systems; insofar as technological development is progressing, it can

be assumed that the problem in question will be solved, for example, by an

increase in computing power. What matters to me, however, is the recursive

logic in operation here: AI systems produce certain problems, difficulties,

and affordances (such as the time-consuming annotation of motion data), the

solution of which again requires the use of AI systems. In this small example,

we see patterns in several ways: We see them already in the concept of the

pose as such, that refers to the position of a body with respect to its position

and orientation in space. It is not without reason that Roland Barthes, in his

analysis of photography, refers to the meaning of the pose as a form of still

time, as “immobility” and pausing (Barthes 1981: 78). We also see patterns as

related to the skeletal representation, which is already a “heavy abstraction”

(Cormier et al. 2022: 591) compared to the original images; we see them in

the classifications upon which activities are filtered (kicking and punching as

specific crime patterns); and we see them related to what is called the ‘overall

picture’ of the police situation, when activity recognition is merged with other

data. However, what machines achieve here is precisely not a phenomenal

Gestalt perception in the sense of Christian von Ehrenfels (1890), but an act of

ultimate (binary) classification (for example, do we deal with a conspicuous

activity or not?), based on statistical threshold values.

In security contexts, such classifications are in the service of forecasting

and are intended to legitimize preventive action. In predictive policing, for

example, a software like PRECOBS (Pre Crime Observation System), which

was also tested in some German police stations, uses offense data from the

recent past in order for police authorities to make predictions in which area

repeat crimes (mainly residential burglaries) are most likely to occur within

the next 72 hours (cf. Egbert/Leese 2021; Perry et al 2013; Ferguson 2017).9

What I would like to emphasize in relation to predictive policing is the conser-

vative and normative dimension of patterns,which I have elsewhere called the

“temporal vector of patterns” (Schabacher forthcoming: 160; original empha-

sis). According to Mareile Kaufmann, Simon Egbert and Matthias Leese, the

respective programs reinforce the “epistemological authority” of patterns in

policing (2019: 684), however developing different “styles” of pattern identifi-

cation (ibid.: 680) with own rationalities and conceptions of crime that in turn

inform police work: “They [patterns, G.S.] give form to and formalize different

9 Website of LogObject Deutschland Gmbh 2021: https://logobject.com/en/solutions/p

recobs-predictive-policing/ (accessed March 31, 2023).
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understandings about crime, which are in turn based on specific ideas of

governing crime.This makes patterns political” (ibid.: 684). Four implications

of this pattern politics are highlighted by the authors: Firstly, patterns emerge

only where regularities exist: “Patterns can only capture offenses that follow

rules” (ibid.). Thus, a solitary crime cannot occur. Secondly, the future is not

extrapolated from live data, but from past data; patterns are therefore “con-

servative” (ibid.: 685).Thirdly, they exhibit a “self-reinforcing logic” (ibid.: 687),

because assumptions about crime patterns feed back into policing cultures by

establishing a direct link between assumed pattern and the efficiency of re-

spective police action. Finally, patterns alter the general relationship between

crime and norm: From this perspective, criminal behavior must be regular,

otherwise it could not be captured by patterns (ibid.). Patterns thus normalize

crime without stimulating reflection on motives and causes (ibid.), which is

why predictive policing has discriminatory and stigmatizing effects.

The considerations of Kaufmann, Egbert and Leese highlight the political-

cultural implications of reinforcing and habituating (crime) patterns based

on regularity and repetition. Together with the described German tests on

AI-based surveillance systems in public spaces, it can be shown how the reg-

ularity of patterns informs practices of predicting, for example, dangerous

situations. Thus, it is first-order patterns that inform AI systems at the level

of training data: This is equally true for the fact that, in the context of human

pose estimation, rapid striking and standing close together are understood as

expressions of aggression and fight, that a lying person or an unaccompanied

suitcase at a train station are perceived as deviant, or that burglaries are more

likely to be expected where burglaries have already occurred. Although in all

three cases the patterns of danger are easily recognizable even without AI

systems – they are culturally familiar ‘templates’ – this is rarely highlighted in

the context of AI systems.

4. The work of patterns

What is at stake in the question of predictive analytics is made clear by Rainer

Mühlhoff in his plea for “prediction privacy” (2023). Mühlhoff (2023: 3) refers

to the regulation of the currently unregulated possibilities of economic actors

to match data of individuals with anonymousmass data in such a way that in-

dividual predictions become possible. One thus encounters the becoming-en-

vironmental of surveillance discussed at the beginning of the previous section
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in a more generalized form: The prediction concerns information on all con-

ceivablehumancategories (gender,ethnicity,purchasingbehavior,age,health,

sexual orientation, etc.) (cf. Hirschauer 2021) and is generated on the basis of

individual data of the person concerned (usage, tracking, or activity data) in

comparison to anonymous mass data. By operating in this way, AI systems do

not foresee a future that exists independently of them, but rather they modu-

late the future according to their ownspecifications: “Algorithms ‘manufacture’

with their operations the future they anticipate” (Esposito 2022: 11). In doing

so,AI systemsarehavinga self-fulfillingperformativity (Rona-Tas 2020; on the

logic of prevention see Bröckling 2012), they structure and govern our (image

of the) future and are thus “world-shaping instruments” (Lazzaro/Rizzi 2022:

16).

Accordingly, the phenomena discussed with respect to security research

and predictive policing can also be formulated inmore abstract terms: It is not

only about the hope of preemption generally associated with AI systems, i.e.,

the proactive action that anticipates the future and prevents an undesirable

outcome of things. It is also about a serious problem that all such automated

detection systemshave and that is intimately related to their pattern-basedna-

ture. For due to their training being based solely on things that already exist,

predictions can only vary them virtuously; ultimately, however, a crime warn-

ing remains directed at such events that one already knows in principle, just as

a purchase recommendation is oriented toward transactions that have already

been made. This orientation towards the past can also be related to Wendy

Chun’s critique of the “homophily” of network research. For, as Chun argues,

network analyses follow the paradigmof similarity; this has the effect of weak-

ening the importance of difference in favor of self-similarity, which reinforces

the segregation of societies (2021: 81–137).However, insofar as homophily itself

is to be understood as a form of patterning in which the repetition of similar-

ity is rewarded (not least because this is easier to calculate than difference),

the kind of reference to the past that also played a role in crime predictions

is evident here: “Because [...] predictions rely exclusively on past regularities,

the future made present in the here and now is impoverished and reduced to

a mere repetition of the possible, of what has already happened at least once”

(Lazaro/Rizzi 2022: 13).

But how does this apply to the supposed creativity of AI systems? As we

came to know large language models such as ChatGPT or DALL-E in the past

year, AI systems are quite capable of producing aesthetic content. True to its

name,aportmanteauofDali and thePixar garbage robotWALL·E,DALL-Ecre-
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ates images based on prompts. The underlying artificial neural network op-

erates on billions of parameters trained with text-image pairs from the In-

ternet so that it can convert text into pixels. Such a “‘prompt design’” and the

associated “‘promptology’” have two sides (Bajohr 2022: 67): Although the AI

remains without consciousness and thus “dumb” (ibid.: 66), what it produces

is no longer mere syntax, but rather “dumb meaning”. Thus, interaction with

these systems becomes a feedback loop between artificial and human mean-

ing: “Not only does themachine learn to correlate the semantics of words with

those of the images we have given it, but we learn to anticipate the limitations

of the system in our interaction with it” (ibid.: 67). In particular, styles are pat-

terns that can be readily addressed by prompts.Thus, to ask DALL-E to ‘paint’

the WALL·E robot in a Paul Klee style leads to quite appropriate results, just

as with the corresponding request to Yves Klein or Barbara Kruger, the typical

blue or large-scale text-photo combinations are generated (fig. 11).

Figure 11: Pictures generated by DALL-E 2. Courtesy of the author.

Seen in this way, AI’s repertoire is quite broad. As Roland Meyer correctly

observes, in this context style is no longer a historical category; instead, styles

are “typical visual patterns extracted from a latent space of possible images ac-

cessed through generative (and often iterative) search queries” (Meyer 2022:

107), i.e.,monetizable “images about images, filtered through language” (ibid.:

108). Still, beyond the legitimate question of copyright violations, forgeries,

and data hallucinations by such systems,10 which, despite their training (rein-

forcement learning), nonetheless also produce much fake knowledge in flaw-

less prose, the more important point is: The produced artifacts are “statistical

10 See, for example, the pending lawsuit on consumer harm caused by the practices of

Open AI and Microsoft (Kang/Metz 2023).
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art” (Pasquinelli 2019: 15; original emphasis). AI systems such as DALL-E or

ChatGPT produce only the most probable, that is the statistically reasonable,

answers on the basis of their (large amount of) training data.

AI systems are thus characterized by a limit that Matteo Pasquinelli very

aptly calls “undetection of the new” (ibid.; original emphasis). At the core of ma-

chine learning lies the “inability to predict and recognise a new unique anomaly”

(ibid.: 14; original emphasis), because every anomaly, even a social or political

one, would be the creation of “a new code or rule” (ibid.: 16). And that is pre-

cisely what AI systems cannot do. Rather, they represent a constantly further

“standardized world”, which is why their most decisive effect on society con-

sists in a “social normalisation” (ibid.: 17; original emphasis). Are the patterns of

AI therefore de facto stereotypic stencils? In a certain way they are. They are,

because AI is not able to produce negation, lack, or workaround. There is no

place for surprise in the sense of revaluations. And they are, too, because there

is never anything like ‘the new’: Every invention is a re-combination of existing

entities or concepts.

5. Conclusion

To conclude, I would like to highlight four aspects that seem significant to me

for the pattern regimes associated with AI technologies in general.

Firstly, there is the vision of simplification.With new technologies such as

AI systems, environments become more complex because the entanglement

of different actors becomes denser and less manageable. Promises of a funda-

mental simplification of communication, work or control through automated

systems are thus de facto accompanied by the constant complication of the

concrete constellations. In an ethnographic analysis of a township in eastern

South Africa,Thomas Kirsch (2019) very convincingly shows how the introduc-

tion of security technologies leads to a recursive securitization – “security needs

to be secured” (ibid.: 124; original emphasis).To continue,one can easily add such

recursive structures for other contexts: security also requires maintenance, it

requires energy, it requires trust etc. As AI systems are embedded within so-

cio-technical-discursive infrastructures, they will never represent technical ef-

fects and solutions alone, but will concern the respective structures as awhole.

Therefore, they can be seen as mediators of knowledge, of societal relations as

well as of cultural and aesthetic perspectives.
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Secondly, pattern recognition systems are part of a politics of rationaliza-

tion and convenience. On the one hand, an important reason for the enforce-

ment of AI systems is the optimization of operational processes and human

resources through automation. For example, ChatGPT is claimed to be able to

relieve clinical staff of burdensome documentation duties through its auto-

completion capabilities. The consumer sector on the other hand focuses on

convenience,allowingpassengers topass throughgateswithout contact, topay

more quicklywith face recognition payment systems (FayPace, Paybyface), and

to complete homework with less effort due to using a large language model.

Froma cultural andmedia critical perspective, it should not only be noted here

that it is questionable what the greater efficiency or freed-up time can be used

for. In view of the capitalist logic driving these changes, it is to be assumed

that no ‘free space to do others things’ will emerge, but only that new areas will

become calculable for economic value creation. Rather, it must be emphasized

that their application close to everyday life (smart home, smart driving, etc.)

will lead to a familiarizationwith AI technologies thatwillmake their presence

fade into the background of functioning infrastructure, making them more

andmore invisible.

Thirdly, there is the scientific legitimation respectively authentication ofAI

technologies.Within the scientific-economic complex, the scientific use of AI

technologies, for example in the medical field or in biology, legitimizes, enno-

bles even, their use in incomparably more critical areas such as security. Sci-

ence thus contributes to the social acceptance of AI, without it having to be

covered in detail by the findings obtained by AI systems. And although propri-

etary AI systems have a black-boxed status, interestingly enough, this lack of

transparency that is based on corporate policies seems to even increase rather

than decrease the public belief in capabilities of these systems. The approach

of Explainable AI,which aims at elaboratingmethods tomake the functioning

of artificial neural networks (more) transparent, must be seen as an attempt

to deal with this problem (cf. Samek et al. 2019); this is equally true for efforts

to clarify the different uses and horizons of crucial terms (e.g., ‘autonomy’ or

‘agents’) (Powers/Ganascia 2020), the emphasis on the need for decidedly po-

litical action (McQuillan 2019), and the call to paymore attention to theproduc-

tion of large data sets as well as to the movement of data through the sciences

(Leonelli 2020).

Finally, the pattern reference of AI technologies, that is, their recourse to

stencils (templates) in the sense of feature spaces and classification schemes,

can be seen as their normative dimension, which is discursively invisibilized.
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In that AI technologies constantly find new correlations seemingly ‘on their

own’ (what I have called second-order patterns), the operations of stenciling,

gridding, and classification that are at the outset and indispensable for train-

ing AIs remain strangely unobserved. This is why correlation can so easily

be mistaken for causation, even though we know it is not the same thing

(cf. Pasquinelli 2019: 14), and why differences of degree can be interpreted as

differences of kind (cf.Mackenzie 2017: 149).This blending of two understand-

ings of patterns – the repetitive stencil and the statistical correlation, the

ornamental and the numerical patterns – is what I take to be representative of

the politics of patterns of AI technologies.
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Artificial Intelligence in medicine

Potential applications and barriers to deployment

Urvi Sonawane, Matthieu Komorowski

1. Introduction

The application of Artificial Intelligence (AI) to healthcare has gained tremen-

dous momentum in the last decade, offering the potential to streamline

patient clinical encounters and improve patient experience, augment clinical

decision making, deliver personalised assessments, and reduce healthcare

expenditures (Khanna et al. 2022). However, despite these promises, there

remains a vast gap between the large number of ‘proof of concept’ studies

published (AI models with restricted clinical application and limited valida-

tion) and the relatively few validated and certified AI tools currently deployed

in healthcare settings (Esmaeilzadeh 2020; van de Sande et al. 2021; Gómez-

González et al. 2020). The reasons behind this lag are complex, multifaceted

and vary across settings andhealthcare systems,but broadly include technical,

ethical, legal, and human factors (Gerke/Minssen/Cohen 2020).

In this chapter,wewill delve deeper into the current and potential applica-

tions of AI in medicine, exploring themany ways in which this technology can

be utilised to improve patient experience and outcomes and/or healthcare ef-

fectiveness. Then, we will examine the major barriers preventing deployment

and widespread use of these technologies in healthcare settings.

2. Survey of current AI applications in medicine

Clinical encounters can broadly be classified into three categories, these being

primary care (usually a patient’s first point of contact, e.g., general practice,

community pharmacy or dental services), secondary care (planned or elective
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care – usually in a hospital, urgent and emergency care or mental health care)

and tertiary care (highly specialised treatment), along with community health

services (see fig. 1 & 2). Because each of these domains presents challenges,

bottlenecks and process inefficiencies, AI applications are being developed on

all levels of this ‘healthcare ecosystem’.

In primary care, AI solutions have been proposed for a number of appli-

cations which can be classified into three categories: 1) clinical decision mak-

ing and care management, 2) predictive modelling and proactive detection of

health conditions and 3) administrative tasks (Mistry 2019).

Figure 1: Overview of the healthcare ecosystem; original figure by NHSDigital (2022).
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Figure 2: Summary of a unique clinical encounter. AI applications are being developed

at all levels of the healthcare ecosystem and targeting all steps of the clinical encounter;

adapted fromGroenewegen et al. (2014).

One example of how clinical decision-making and care management have

been influenced by AI in primary care settings is ‘Doctor AI’, developed by

Choi and colleagues (Choi et al. 2016). The predictive model is based on a

recurrent neural network and was trained on data from over 260,000 pa-

tients over the course of eight years, with the aim to predict diagnoses and

medication requirements for the subsequent patient visit (ibid.). With this

large dataset, the model achieved 79% recall for diagnosis prediction, which is

comparatively higher than other baselinemodels such as logistic regression or

multilayer perceptron (ibid.). In the primary care setting, where integration

of specialties and holistic patient care is at the forefront, ‘Doctor AI’ could

contribute to planning subsequent appointment discussion points, thereby

assisting primary care clinicians when treating patients that have multiple

comorbidities.

Predictivemodelling andproactive detection of health conditions has been

deployed in diagnosing skin conditions since a seminal publication in Nature
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in 2017 (Esteva et al. 2017; cf. Liu et al. 2020). Around one in four patients seek

out their general practitioner due to skin problems every year (Schofield et al.

2011), and there is an increaseddemand for adermatologist review (Eedy 2016).

This model used 16,114 anonymised cases from 17 sites to distinguish between

26 skin conditions commonly seen in primary care (Liu et al. 2020). 963 cases

were used to validate the system, with the model performing just as well as

six board-certified dermatologists and better than six primary care physicians

and six nurse practitioners (ibid.).Whilst this is no permanent solution for the

increased burden on dermatology in secondary care, it provides an aid for pri-

mary care physicians currently facing the impact of strained secondary care.

Administrative tasks have been reported to account for over 50% of general

practice time in theUK (Clay/Stern2015).Furthermore, in theUS,one study re-

ported primary care physicians spendingnearly twohours on electronic health

record tasks for every hour of patient care (Arndt et al. 2017). This indicates

an administrative burden on primary care that is not limited to one country.

Considering this, Willis and colleagues concluded that there was a potential

to ‘completely or mostly’ automate 44% of administrative tasks carried out by

three urban and three rural general practices in England (Willis et al. 2020).

This shows massive potential for machine learning to be integrated into pri-

mary care. One new development by Microsoft in collaboration with Nuance

Communications Inc. is to use conversational AI to provide clinical documen-

tation that writes itself during a clinician-patient encounter (Langston 2019).

In hospital care, AI applications have been developed across the whole pa-

tient pathway, from admission prediction, patient triaging, early diagnosis,

decision treatment support and outcome prediction. A large research effort is

also focusing on auxiliary tasks such as drug discovery, clinical trial enrolment

or administrative tasks including appointment scheduling and medical data

management.

Progress has been particularly abundant in the field of radiology. As of

February 2023, the United States Food and Drug Administration (FDA) has

approved 521 machine learning-enabled medical devices, with 71% of them

related to radiology (U.S. Food&Drug Administration n.d.).These devices use

AI algorithms to analyse images for diagnostics – particularly detecting tu-

mours and identifying patterns in X-rays, CT-scans, MRIs, or tissue samples

(Vora et al. 2019).Through the use of AI inmedical image analysis, radiologists

may potentially provide faster andmore accurate diagnoses, which could lead

to better patient outcomes. For example, a company developed an AI solution

which automatically detects and alerts clinicians of the presence of large vessel
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occlusions in the brains of patients suspected to suffer from strokes, with a

high sensitivity and specificity, in a real-world prospective setting (Vitellas et

al. 2022).

Personalised medicine (also known as precision medicine) is based on the

belief that treating, monitoring and preventing diseases must be tailored to-

wards an individual’s specific biochemical, physiological, environmental and

behavioural profile (Goetz/Schork 2018). The aim is to provide tailored medi-

cal care specific to individual patients instead of a broad ‘one-size-fits-all’ ap-

proach, typically provided by expert guidelines (Ruiz-Rodriguez et al. 2022).

For example, the management of severe infections in the hospital is dictated

by international guidelines such as the “Surviving Sepsis Campaign” (Evans

et al. 2021). However, many of the recommendations in such guidelines are

based on weak evidence and specific, personalised treatments are not avail-

able (Vincent/van der Poll/Marshall 2022).The most likely explanation for this

is that sepsis represents a highly heterogeneous patient population, and it is

very challenging to identify patients who aremore likely to benefit from a spe-

cific intervention, for example one targeting components of an immune sys-

tem (ibid.).

In turn, the concept of data-driven, personalised medicine is becoming

increasingly popular, particularly after the COVID-19 pandemic’s strain on

healthcare provision (Vicente/Ballensiefen/Jönsson 2020). Predictive mod-

elling, which involves using AI algorithms which do not only identify patients

at risk for progression of certain diseases, but also predict their responses to

treatments, is a particularly promising area of research (Makino et al. 2019; Xu

et al. 2021).By accurately predicting apatient’s disease progression,healthcare

professionals can administer more intensive treatments earlier on, in order

to limit long-term disease complications (Makino et al. 2019). This leads to a

combination of better patient outcomes coupled with cost cutting, through

the reduction of the use of more complex treatments indicated at later stages

of disease progression (ibid.). One example for this is taken from a promising

study by Makino et al. (2019) where a predictive model was constructed using

medical records from over 64,500 diabetic patients to predict diabetic kidney

disease progression. The authors suggest that the model can predict diabetic

kidney disease progression with 71% accuracy and may reduce the use of

haemodialysis, which is known to be a costly intervention in diabetic patients

(ibid.; Kent et al. 2015).

AI is also routinely used in natural language processing for popular speech

recognition softwares such as ‘Google Assistant’ and ‘Siri’ (Google n.d.; Apple
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Inc. n.d.). This could also be applied to natural language processing of elec-

tronic medical records. Using AI to compile and analyse healthcare records

from different staff members could reveal new patterns otherwise almost im-

possible to spot, let alone diagnose, by human eyes (Mintz/Brodie 2019).

Thedevelopment of newdrugs is imperative for addressing evolving health

challenges, such as antibiotic resistance, and AI has the potential to accelerate

this process through identifying new drug targets (David et al. 2021). An ex-

ample of this was shown by Zoffman and colleagues,who usedmachine learn-

ing to search through available antibiotic compounds, eliminate known sub-

stances from past projects, and prioritise substances based on factors such as

a potency, novelty and availability (Zoffman et al. 2019).This approach can lead

to the enhanced discovery of new drugs, particularly in the primary screening

stage, as well as the narrowing down and prediction of specific modes of ac-

tion (ibid.). Drug discovery and development is a complex and expensive pro-

cess that involves rigorous testing and regulations to ensure safety and efficacy

(Chan et al. 2019). One challenge in drug development is ascertaining the toxi-

cology profile of the compound, which can be time-consuming and expensive

(Blomme/Will 2016).However,AI systems suchas ‘DeepTox’,whichhave shown

promising accuracy in predicting the toxicology profile of compounds (Mayr et

al. 2016), can help to reduce the uncertainty inherent in those processes.

The use of AI in surgical procedures has the potential to significantly

improve patient outcome by enhancing precision and accuracy in surgical

techniques, with some already being approved by the FDA (Bhandari/Zeffiro/

Reddiboina 2020). For instance, AI can be used to identify kidney tumours

from bulk CT, allowing surgeons to plan their approach before the procedure

commences, or to practice surgical technique in low-risk surgeries (ibid.).

However, a systematic review suggested that research surrounding AI in

surgery (robot-assisted surgery in particular) is not yet of sufficient quality to

safely rely on, primarily due to its limited dataset size (Moglia et al. 2021).

Apart from physical health, there is also growing interest in the applica-

tion of AI inmental health.Virtual reality and gaming technology, particularly,

could help patients with conditions such as depression, bipolar disorder, or

chronic pain. By transporting patients into immersive virtual environments,

these technologies can provide a safe space for patients to receive psycholog-

ical therapy and acquire coping mechanisms for their conditions (Hatta et al.

2022; Goudman et al. 2022). While these sessions are currently conducted in

the presence of professional staff, the potential for remote sessions should be

explored, particularly following the COVID-19 pandemic. This would provide
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patients with greater flexibility and accessibility to mental health care, par-

ticularly for those living in remote or impoverished areas. Machine learning

software also analyses patient responses and feedback during the sessions and

learns to adapt more effectively to individual patients, as every manifestation

of mental health conditions is unique.

3. Limited deployment of AI tools

Despite the extensive list of promising AI applications we detailed above, real

world evidence of benefits is lacking for most applications and the validation

ofAI tools in relevant clinical settings against patient experience andoutcomes

remains a major challenge.

For example, a rapid search in google scholar for the keywords ‘sepsis’

and ‘prediction’ yields over 800,000 results. Comparatively, a 2020 systematic

review of the literature focusing on AI identified only 28 published papers,

which include mere 3 prospective trials (of which only one was randomised

and involved only 142 patients) (Fleuren et al. 2020). Although this number has

marginally increased since then with recent publications (e.g., Adams et al.

2022) considering the overall burden of sepsis in the world and the correlated

scientific interest generated by sepsis predictions models, the evidence-based

benefit of this technology appears worryingly thin.

In a 2021 systematic review of AI applications in the intensive care unit,

van de Sande and colleagues produced an insightful summary plot (see fig. 3).

While there is an increasing number of AI prototypes and early models being

developed and trialled, there seems to be a disproportionate disparity when it

comes to translating these AI models from production to clinical evaluation.

Consequently, the wide gap between the development and clinical implemen-

tation of AI tools in intensive care persists, thus limiting the potential benefits

that these technologies were intended to achieve (van de Sande et al. 2021).

A group of experts associated with the Joint Research Centre of the Euro-

pean Commission came to a similar conclusion when they reviewed and clas-

sified the application of AI in healthcare in terms of current and near-future

applications and ethical/social impact (Gómez-González 2020). A novel scale

was created toqualify how ‘available’healthcare applicationswere to thepublic,

ranging from‘TAL0-Unknownstatus,not considered feasible according to ref-

erences’ to ‘TAL 9-Available for the public’. From their systematic search of AI

andAI-mediated technologies,most technologieswith a positive social impact
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were found to have a rating of ‘TAL-4-Results of academic/partial projects dis-

closed’, ‘TAL-5-Early design of product disclosed’ or ‘TAL-6-Operational pro-

totype/‘first case’ disclosed’.This shows that there is still room to drive AI and

AI-mediated technologies into the band of TAL-7 to TAL-9, or that there is a

fundamental block that needs to be addressed in order to allowmore technolo-

gies to reach public availability (ibid.).

In the following section, we will explore some of the potential reasons for

this phenomenon.

Figure 3: Number of studies published in Artificial Intelligence in the intensive care unit, according to

their level of readiness and year of publication (total number of studies = 494); original figure under

CC-BY-NC license by van de Sande et al. (2021).

4. Challenges to validation and deployment of AI tools in medicine

Theprocess of developing, testing and deploying AI tools in healthcare at scale

involves three major steps (see fig. 4: 1) enabling the data, 2) model develop-

ment and 3) model deployment. Challenges and hurdles are present at each

step of this pipeline/process (Mamdani/Slutsky 2021).

The deployment of AI in medicine falls short in comparison to the sheer

number of newmachine learning inventions proposed in the field of research.

This discrepancy can be attributed to several challenges, the first being the

lack of model performance in new clinical settings. It is expected for machine

learning models to lose some performance due to the differences between

real life clinical settings versus the ‘developmental environment’. AI models
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are often trained with simulated data ortightly controlled parameters, and so

models transitioning from the developmental environment to complex real-

life clinical settings may face significant differences (Topol 2019). However,

this lack of adaptability leads to skepticism about their reliability in crucial

clinical judgements that must be accurate. For example, the UK NEWS score

was shown to perform poorly in predicting prognosis (AUC 0,6) in a cohort

of COVID-19 patients, thus leading to researchers recommending the use of

UK NEWS scores as adjuncts to clinical judgment rather than replacements

(Colombo et al. 2021).

Figure 4: Overview of the pipeline for developing, testing, and deploying AI tools in

healthcare at scale.This involves three major steps: 1) enabling the data, 2) model devel-

opment and 3) model deployment; adapted fromMamdani/Slutsky (2021).

Anotherhurdle is the scarcity of availabledata (Ibrahimet al.2021).AI algo-

rithms require vast amountsofhigh-qualitydata to trainand test theirmodels.

However, obtaining such data is challenging due to patient confidentiality and

consent, data sensitivity and lack of cohesive data sharing between the hospi-

tals (Atkin et al. 2021; Kaplan 2016). Electronic health records are often stored

in slightly different variations of the same parameter, which creates difficul-

ties in aggregating data and conducting large-scale studies (Holmgren/Adler-
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Milstein/McCullough 2018; Dhruva et al. 2020).This can lead to issues with re-

producibility and scalability of AI models, as well as difficulties in comparing

the performance of different models across different datasets.This limitation

means that even the successful algorithms are less suited to be rolled out on a

large-scale healthcare service or even across a country (Liang et al. 2022).

Moreover, AI systems are notoriously difficult to integrate within and be-

tween systems (this is truewithin and outside of healthcare) (Baxter/Lee 2021).

Currently, most medical AI systems connected to patient data are developed

by academic institutions and are not easily usable by external institutions due

to the profound discrepancies in IT systems and database structures. Hospi-

tals and small-scale clinics use personalised and/or purpose-built databases to

store patient information. Although thismakes it easy to navigate through the

local area with unique patient demographics, it makes it challenging to adapt

the AI code from external institutions to local concept identifiers (Kasparick et

al. 2019). Furthermore, hospitals and healthcare systems are often constrained

by budget and resource limitations, making it difficult to invest in the nec-

essary infrastructure required to support AI integration (Liang et al. 2022).

Therefore, ensuring theAI system is interoperablewith other systems,and that

data can be shared between different stakeholders in a secure and controlled

manner, is challenging.

Many AI models (especially those relying on deep learning) are difficult

to interpret and comprehend, which makes it challenging for patients to

trust them (Amann et al. 2020). Additionally, patients may not consent to

the machine learning software accessing their private data and feed it into

ever-changing algorithms due to data security concerns (Atkin et al. 2021). To

address this information governance issue, the General Data Protection Reg-

ulation (GDPR) in the European Union and the Health Insurance Portability

and Accountability Act (HIPAA) in the United States subjects the obtained AI

medical data to strict regulatory and compliance scrutiny. These regulations,

which also govern the storage, sharing and use of patient data, can be difficult

to navigate through in the context of AI (Liang et al. 2022). All these factors

compound into a giant hurdle that has to be overcome.

Another difficulty is the acceptance of this new technology by clinicians.

The lack of explainability at this stage makes it challenging to encourage

healthcare staff to trust early models. It is possible to observe a gap between

expected effect and observed effect even in simple and seemingly innocuous

interventions, such as a ‘pop-up alert’ for acute kidney injury upon the open-

ing of a patient’s electronic health record – which shockingly led to a sharp
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increase in patient mortality (Wilson et al. 2021). Clinicians’ bias with use of

technology and evolving (but not confirmed) evidence may be contributing

factors. Furthermore, the use of this model for very sick septic patients in the

ICUmay compound to their lack of trust.

There is no established gold-standard process to demonstrate patient ben-

efit from AI solutions and indeed, there are no recognised best practices for

evaluating the efficacy, reliability and safety of commercially available algo-

rithms (Wu et al. 2021). What level of evidence can be accepted by patients,

clinicians and regulators? Is retrospective evidence sufficient? Are developers

required to conductmultiple randomised trials comparing the standardof care

to care supported by their AI solution? Assessment frameworks for the clinical

validation of AI have been both proposed (Tsopra et al. 2021; Hawkins et al.

2021; Kickbusch et al. 2020) and surveyed (de Hond et al. 2022), but develop-

ing a commonset of guidelines forAImodel development and implementation

remains challenging.

Even those AI applications that have managed to overcome this giant hur-

dle have issues that need to be considered.The lack of standardisation between

AI studies approved for hospital use by regulators (such as the FDA or MHRA)

makes it difficult to compare results,mainlydue to thevaried level of the imple-

mentation of studies across different areas of healthcare (Pashkov/Harkusha/

Harkusha 2020).

Furthermore, a number of additional human factors must be considered.

Healthcare professionalsmay have a limited or developing understanding and

familiarisation of AI tools and would therefore naturally be skeptical of its po-

tential (Gama et al. 2022). This skepticism can make it difficult to integrate

AI-based tools into their workflow and practice (Amann et al. 2020). AI tools

undoubtedly would also initially add significant expenditure on the already

stretchedfinancial healthcare landscape, particularly in the post pandemic pe-

riod (Kickbusch et al. 2020). One concern of healthcare providers is the legal

implications in clinical practice. Healthcare providers may be held liable for

potential or actual harm that is caused by AI systems, particularly if they de-

layed or failed to properly assess or monitor AI’s performance. In an era of

already burnt-out healthcare staff, the additional responsibility of overseeing

the performance of an AI system is unappealing (Gooding/Kariotis 2021). Fur-

thermore, developers of AI systems would also be more cautious when estab-

lishing/introducing the software in a position of responsibility given this legal

liability (Luxton 2014).The hesitance fromboth sides is a contributing factor to

the lack of implementation of AI software in mainstream healthcare.
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5. Ethical considerations

Theethical considerations of AI arewidely debated, and these concerns are not

limited to healthcare.However, certain ethical arguments are particularly per-

tinent when considering the introduction of AI into mainstreammedicine.

AI must provide a real benefit to patients and improve health outcomes

and its use must be justified based on patient benefit (Hamet/Tremblay 2017).

AI is increasingly being seen as the future of everyday life and financial gain

from this cannot be ignored. Deviation from practical patient benefit is cer-

tainly possible amidst the desire for investment. Therefore, improving health

outcomes should be at the core of AI development in healthcare, which can be

done by working in conjunction with patients and healthcare staff.

The presence of discriminative biases in healthcare is undeniable (Ibrahim

et al. 2021; Norori et al. 2021). The implication of this, however, could be am-

plified by AI systems. If they are designed to recognise patterns, these may

also perpetuate the existing discrimination in healthcare, leading to further

inequality in treatment and health outcomes in patient populations that al-

ready experience prejudice and discrimination (Ibrahim et al. 2021; Fletcher/

Nakeshima/Olubeko 2021). This ultimately hinders progress towards achiev-

ing the desired healthcare equality. For example, an algorithm developed by

Gijberts and colleagues using data derived from almost exclusively Caucasian

people performed poorly when attempting to predict cardiovascular risk for

patients of other ethnicities (e.g., African American and Hispanic ethnicities)

(Gijsberts 2015).

AI should be accessible to all patients and should not widen existing health

disparities.There is also apotential forAI systems toprovide ambiguous orun-

helpful answers in critical healthcare situations (Topol 2019). This could again

lead to a lack of trust, especially if this happens at the start of implementing

the software. It is crucial that the results of this are audited regularly, and the

opinions of healthcare staff using the software should be monitored through

focus groups and questionnaires to ensure that trust in the software is main-

tained (Vela et al. 2022).
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Table 1: Summary of the main challenges involved in developing and deploying AI

tools inmedicine.

Step in integrating

AI tools inmedicine

Challenges involved

Enabling data

• Data availability and quality: effective AI algorithms require

large volumes of quality data to refine theirmodels. However,

obtaining such data can be difficult, especially when it comes

to sensitivemedical information (Ibrahim et al. 2021).

• Interoperability and data sharing: healthcare providers

must also ensure that AI systems are interoperable with

other systems and that data can be shared between different

stakeholders ina standardised, secureandcontrolledmanner.

Currently, most systems developed ad-hoc by academic

institutions are not usable in external institutions due to

profound differences in IT systems and database structures

(Baxter/Lee 2021; Kasparick et al. 2019).

Developing AI

models

• Familiarity with alternate clinical settings:ML models

generally perform sub optimally when deployed in settings

dissimilar to those in development. The need for generalis-

abilityofAI tools is critical andhistory is repletewithexamples

of applications that fell short in this regard. For example, the

UK NEWS score was shown to perform poorly (AUC 0,6) in a

cohort of COVID-19 patients (Colombo et al. 2021).

• Lack of standardisation: there is a discrepancy in how AI

is implemented and used in medicine, which can make it

difficult to compare results across different studies and

applications (Pashkov/Harkusha/Harkusha 2020; Gama et al.

2022).
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Step in integrating

AI tools inmedicine

Challenges involved

DeployingAI

models

• Bias and discrimination: AI systems may perpetuate and

amplify existing biases in healthcare, leading to unequal

treatment and outcomes (Norori et al. 2021).

• Privacy and confidentiality: data storage, security and

protection within AI systems must be compliant with all

regulations (e.g., GDPR) (NHS England 2023).

• Responsibility and accountability: responsibility must

be taken for decisions and actions taken by AI systems,

particularly in cases where they may cause harm (Gupta/

Kamboj/Bag 2021).

• Explainability and transparency: AI systems may produce

results that are difficult to interpret. It's crucial to make sure

that themethods and decisions of AI systems are transparent

and can be audited (Amann et al. 2020).

• Clinical validity: evidence basedmedicine and latest guide-

linesmust be regularly incorporated intoAI systems to ensure

validity (Crossnohere et al. 2022).

• Clinical utility:AImust provide a real benefit to patients and

improve health outcomes and its usemust be justified on the

basis of patient benefit (NHS England 2023).

• Equity and access: AI should be accessible to all patients

and should not widen existing health disparities (Gómez-

González 2020).

• Regulation and compliance:AI inmedicine is subject to strict

regulation and compliance requirements, such as GDPR (EU)

andHIPAA (USA), that govern the storage and use of patient

data (Crossnohere et al. 2022).

• Legal concerns and liability: healthcare providers may be

held liable for harm caused by AI systems, particularly if they

failed to properly assess or monitor the AI's performance

(Gupta/Kamboj/Bag 2021).

• Limited understanding of AI by healthcare providers:

healthcare professionalsmayhave a limitedunderstanding of

AI, which canmake it difficult to integrate AI-based tools into

their workflow and practice (Amann et al. 2020).
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Privacy and confidentiality are critical factors that are essential to main-

tain. Concerns over the risk of patient re-identification have profoundly lim-

ited the development of large, publicly available datasets for research. For ex-

ample, we evaluated what data sources had been used in machine learning

models for sepsis resuscitation in the ICU and found that nearly two thirds

relied on the same dataset (the MIMIC database) (Johnson et al. 2016). We ar-

gue that the benefit of open data sharing outweighs the risks. Indeed, a recent

analysis of potential reidentifications of patients in publicly available datasets

confirmed that the risk was extremely low (Seastedt et al. 2022). The authors

argued that

the cost – measured in terms of access to future medical innovations and

clinical software – of slowing ML progress is too great to limit sharing data

through large publicly available databases for concerns of imperfect data

anonymization (ibid.).

Data security and patient privacymust be preserved at the phase of model de-

ployment and real-time use, which is a legal requirement and a key aspect of

regulatory approval (NHS England 2023).

The security and protection of data is expected by the patient population,

yet wemay not really know if AI models will be successful in this until they are

fully implemented in clinical practice. As per GDPR and NHS medical ethics

principles, the patients should be explicitly informed about the use of AI in

their care and should also have the autonomy for decision making. If they de-

cided to opt-out of its use, a suitable alternative to the role of the AI software

in their care should be offered to all (ibid.).

In situations where AI is involved, accountability and responsibility must

be established at all times, including crucial life-or-death decision making.

There is also a lack of clarity on which areas of decision making are legally ac-

countable to AI and therefore it is important to identify a clear line of respon-

sibility, including shared responsibility for the decisions and actions taken by

AI systems (ibid; Gupta/Kamboj/Bag 2021).

The use of AI in medicine must be supported by clinical evidence and vali-

dated through rigorous testing to ensure its accuracy and reliability. Each ge-

ographical area has different guidelines supported by different bodies of evi-

dence to suit the varied casemix,andAI systemsmaybeproduced inareaswith

different guidelines.Therefore, it is important to constantly update the treat-
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ment algorithms so they complywith constantly evolvingmedical research and

clinical evidence (Crossnohere et al. 2022).

The ethical consideration of financial gain also leads to the point of fi-

nancial disparities between patients. As mentioned in the first section, the

need for AI integration towards ‘personalised medicine’ would go a long way

to make significant savings both by avoiding ineffective treatment costs and

better prognosis/quality of life (ibid.).

In conclusion, AI in healthcare holds significant potential to revolutionise

the way healthcare operates, from administrative tasks, diagnostics, drug de-

velopment to surgery.However,despite themanyavenuesof research thathave

been and will be explored, there is currently a bottleneck when it comes to the

deployment and widespread use of these technologies. This is due to a mul-

titude of factors, including data availability and standardisation, privacy and

ethical concerns, clinician and patient skepticism, clinical utility and legal reg-

ulations. To overcome these challenges, a collaborative and multidisciplinary

approach involving regulatory bodies, healthcare professionals, government

entities and patient committees is necessary. This collaboration can produce

a clear and regulated framework that will allow innovative and life-changing

AI projects to be seamlessly integrated into mainstream healthcare practices.
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Subsymbolic, hybrid and explainable AI

What can it change in medical imaging?

Isabelle Bloch

1. Introduction

While symbolic methods and statistical machine learning methods for artifi-

cial intelligence (AI) have been developing rather independently for decades,

with alternated predominance of one or the other across time, a current trend

is to merge both types of approaches. Examples include neuro-symbolic ap-

proaches (see e.g., De Raedt et al. 2020; d’Avila Garcez/Lamb 2023; Garnelo/

Shanahan 2019; Kautz 2022;Marcus 2020), among others.However, in this pa-

per, hybrid artificial intelligence is intended in a broader sense, as the combi-

nation of several AImethods,whatever their type.1Thesemethodsmay belong

to the domains of abstract knowledge representation and formal reasoning,

based on logic, structural representation (such as graphs andhypergraphs, on-

tologies, concept lattices, etc.), machine learning, etc. Additionally, impreci-

sion in data, knowledge and reasoning can benefit from the fuzzy sets theory.

Such combinations of approaches take inspiration from cognitive func-

tions. Roughly speaking, according to Kahneman (2012), who distinguished

two systems for thinking named system 1 and system 2,wemay consider, from

a (strongly simplified) AI point of view,modeling system 1 (rapid, intuitive) by

deep learning and system 2 (slower, more controlled, logical) by symbolic rea-

soning. Developing neuro-symbolic approaches is a new trend to combine the

two systems (see e.g.,Kautz 2022). But again,more theorieswill be committed

in our view of hybrid AI, in particular for image understanding.

The aim of this paper is not to propose new methods for hybrid AI, but

rather, as a position paper, to highlight how this way of thinking and design-

1 We should note here that AI is already the umbrella term for very different methods,

and that many AI methods or systems are actually by essence hybrid.
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ing AI systems offers opportunities towards explainability in the field of ex-

plainable AI (XAI) and as a mean to maintain the link between knowledge and

data. In that domain, too, the two main branches are developed quite inde-

pendently, with early work (e.g., Peirce at the end of the 19th century) focusing

on logical reasoning based on abduction on the one hand, versus recentmeth-

ods focusing on features or datamost involved in a decision on the other hand

(to name but a few). In the first paradigm, knowledge is represented by sym-

bols in a given logic and the reasoning power of this logic then plays a major

role. Reasoning is based on axioms, theories and inference rules, leading to

provable, non-refutable conclusions. In the second paradigm, where data and

experience play themajor role, statistical guarantees can be achieved, but con-

clusions are potentially refutable. As an example, fuzzy sets can copewith both

approaches and establish links between them.

These ideas are illustrated in the field of image understanding and formu-

lated as a spatial reasoning problem (section 2). Examples of combinations of

different AI methods are given, both for knowledge and data representation,

in section 3, and for reasoning in section 4. These methods find concrete ap-

plications in several domains such asmedical imaging (only brieflymentioned

in this paper).The question of explanations is addressed in section 5. Finally a

short discussion on open research directions concludes the paper (section 6).

This paper is an extension of Bloch (2022), and focuses on the explainability

aspects as well as the usefulness of hybrid AI and XAI for medical image un-

derstanding, in particular in pediatrics. The example of pediatric imaging is

relevant here for illustrating the main topics developed in this paper, because

of the challenging issues it raises (few data, very specific images, anatomy and

pathologies, etc.). In addition, as mentioned in the next section, it is impor-

tant with regards to the availability of domain knowledge and the usefulness

of developing tools for explainable image understanding.This paper does not

contain technical details – those can be found in the listed references.

2. Image understanding and spatial reasoning

Image understanding, at the simplest level, refers to the problem of recogniz-

ing an object or structure, or several objects in an image, which can either be

real, as an observation of a part of the real world, or synthetic. But this may

not be sufficient andmore generally, relations between these objects should be

considered towards a global recognition of the scene and a higher level inter-
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pretation, beyond individual objects. Furthermore, the recognition of an indi-

vidual object can benefit from the recognition of others.

The question of semantics is central, since it is not directly in the image,

but should be inferred based on visual features. We advocate that knowledge

shouldbe involved in this process. Indeed,while purely datadriven approaches

haveprovenpowerful in imageandcomputer visionproblems,with sometimes

impressive results, they still require a good accessibility to numerous and an-

notated data, where annotations bring the semantic information. This is not

always possible and induces high costs (in terms of both human interactions

and computation).Knowledge andmodels have then an important role to play.

Image understanding is formulated as a spatial reasoning problem, combin-

ing representations of data and knowledge, pertaining to both objects and re-

lations between objects (in particular spatial relations), as well as reasoning on

them.

Let us take the example of pediatric medical imaging. In this domain,

data may be scarce and present a high variability. Data are also very hetero-

geneous when they come from multicentric studies, with different hospitals,

different imaging machines, different protocols and acquisition parameters.

This makes the appearance of the same tissues, organs or pathologies vary

a lot from one image to the other. This problem is sometimes addressed by

transferring a model learned on adult images to children images. However,

there is a huge domain gap, since the relative sizes of body parts, organs and

pathologies vary considerably (in particular depending on the development

stage of the children). Pathologies of children may differ from those observed

in adults, the acquisitions should be as short as possible on children, thus

inducing differences in image appearance. The contrast between tissues can

also be quite different, even with the same acquisition protocol. Control cases

and images of healthy children are even more rare, in particular due to eth-

ical reasons. All this makes the problem particularly difficult. On the other

hand, anatomical andmedical knowledge is important, andwas gathered over

centuries. Using it is undoubtedly helpful.

Spatial reasoning has been largely developed in symbolic AI, based mostly

on logic and benefitting from the reasoning apparatus of this logic (Aiello/

Pratt-Hartmann/Benthem 2007). It has been much less developed for image

understanding, where purely symbolic approaches are limited to account

for numerical information. This again votes for hybrid approaches. Spatial

reasoning evolved from purely qualitative and symbolic approaches, to more

andmore hybridmethods involvingmethods frommathematicalmorphology,
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fuzzy sets, graphs, machine learning, etc. to gain in expressivity (sometimes

at the price of increased complexity). As an example, let us mention region

connection calculus (RCC), that was first proposed in logical frameworks (first

order, modal) and then augmented with fuzzy sets to handle imprecision,

with mathematical morphology, lattice-based reasoning, etc. (Aiello/Pratt-

Hartmann/Benthem 2007; Aiguier/Bloch 2019; Bloch 2021b; Landini et al.

2019; Randell/Cui/Cohn 1992; Schockaert et al. 2008; Schockaert/De Cock/

Kerre 2009). The main ingredients in spatial reasoning include knowledge

representation, imprecision representation and management, fusion of het-

erogeneous information (whether it is knowledge or data), reasoning and

decision making. Approaches for spatial reasoning take a lot of inspiration

from work in philosophy, linguistics, human perception, cognition, neuro-

imaging, art, etc. (see e.g., a related discussion for the case of spatial distances

in Bloch 2003).

Models for image understanding are particularly useful to represent, in a

formal way, knowledge (about the domain, the scene content and in particu-

lar its structure), image information (type of acquisition, geometry, charac-

teristics of signal and noise, etc.), the potential imperfections of knowledge

and data (imprecision, uncertainty, incompleteness, etc.), as well as the com-

binationof knowledge and image information.Thesemodels are then included

in algorithms to guide image understanding in concrete applications. Con-

versely,models can be built fromdata, to infer knowledge, or to provide a digi-

tal twin of a patient as a 3Dmodel, useful to plan a surgery or a therapy, as well

as to explain the plan (e.g., to other surgeons, to the patients and their parents

in the case of pediatrics).

An important issue is the semantic gap (Smeulders et al. 2000), with the

following question: how to link visual percepts from the images to symbolic

descriptions? In artificial intelligence, this is close to the notions known as the

anchoring or symbol grounding problem (Coradeschi/Saffiotti 1999; Harnad

1990). Solving the semantic gap issue has bidirectional consequences: on the

one hand, it allowsmoving from a concept to its instantiation in the image (or

feature) space, as a guide during spatial reasoning.On the other hand, it is part

of the explainability, since it links results inferred from the image to concepts

related to prior knowledge. For instance, anatomical knowledge says that the

heart is between the lungs. Since the heart might be difficult to recognize di-

rectly in a medical image (e.g., a non-enhanced CT image), we may rely on its

relative position with respect to the lungs (which are easier to detect in such

images) to perform the task. This is an example where the recognition of an
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object benefits from the recognition of other objects, as mentioned at the be-

ginning of this section.Conversely,we can explain the recognition of an image

region as the heart because it is between the lungs (see section 5).

3. Information and knowledge representation

Representations of spatial entities can take various forms, either in the spa-

tial domain (region, key points, bounding box, etc.), or abstractly, as in region

connection calculus (RCC), as formulas in a given logic. Semi-quantitative (or

semi-qualitative) representations as fuzzy sets (in either domain) constitute a

good midway and can accommodate both numerical and symbolic represen-

tations (Zadeh 1965). Representations as numbers, imprecise numbers, inter-

vals, distributions and linguistic values can all find a unifying framework with

fuzzy sets. In this framework, different types of imperfections can be easily

modeled, such as imprecision or blurriness on the boundaries of an object, on

its location, shape or appearance, ambiguity, partial lack of information, etc.

These imperfections can have varied sources, starting with the observed phe-

nomenon, the sensors and the associated image reconstruction algorithms,

and can also result from image processing steps such as filtering, registration

and segmentation.

Spatial reasoning involves models of spatial entities, but also spatial re-

lations between these entities. Here, the advantages of fuzzy representations

become even more significant. This was already stated in the 1970s (Freeman

1975), but formal mathematical models were developed only later (see the re-

view in Bloch 2005). The objective is to account for the intrinsic imprecision

of concepts such as “close to”, “to the left of” and “between”, which are never-

theless perfectly understandable by humans in a given context and to account

for the imprecision of the objects (even for a conceptually well-defined rela-

tion). In our previous work, we have designed mathematical models of sev-

eral relations (set theoretical, topological, distances, directional relations and

more complex relations such as between, along, parallel, etc.) by combining

formalisms from mathematical morphology and fuzzy sets. They are detailed

in Bloch and Ralescu (2023), chapter 6, and in the references cited therein.

From a mathematical point of view, the common underlying structure is the

one of complete lattices that allows instantiating the definitions, with the very

same formalism in different frameworks: sets, fuzzy sets, graphs and hyper-

graphs, formal concept lattices, conceptual graphs, ontologies, etc., that can
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all be endowedwith a lattice structurewith appropriate partial orders.This be-

comes particularly useful when defining spatial relations based onmathemat-

icalmorphology, a theorywhere deterministic operators are usually defined in

a lattice. Our main idea was to design structuring elements, defined as fuzzy

sets in the spatial domain, that provide the semantics of the spatial relation.

Then applying a fuzzy morphological dilation of a reference object (whether

fuzzy or not) using this structuring element provides the region of spacewhere

the considered relation is satisfied.Themembership value of a point to the re-

sulting fuzzy set is then interpreted as the degree to which the relation of this

point to the reference object is satisfied. This approach can be applied to sev-

eral classes of spatial relations: topological, distances, relative direction and

more complex ones such as along, parallel, between, etc. (see e.g., Bloch 2021a;

Bloch/Ralescu 2023 and the references therein). It applies to objects defined as

sets or fuzzy sets in the spatial domain, but also those definedmore abstractly

as logical formulas, vertices of a (hyper-)graph, concepts, etc.

Note that most of the frameworks mentioned above carry structural in-

formation, useful for instance when representing the spatial arrangement

of objects in a scene and in an image. To take a simple example, a graph can

represent this structure, where vertices correspond to objects (e.g., anatomi-

cal structures in medical images) and edges correspond to relations between

objects (e.g., contrast between two structures in a given imaging modality,

relative position between objects, etc.), this graph being enhanced with the

fuzzy representations of objects and their properties, as well as relations. For

instance, the representation of a spatial relation can be abstract, as extracted

from an ontology for example, or linked to the concrete domain of an image

(degree of satisfaction of the relation, region of space where the relation to

some object is satisfied, etc.), using linguistic variables, as explained next.

Other structured representations of knowledge (including spatial knowledge)

may rely on grammars, decision trees, relational algebras, or on temporal

or spatial configurations and graphical models. They can also benefit from a

fuzzy modeling layer, helping them cope with imprecision.

The relevance of fuzzy sets for knowledge representation, combined with

other representations, lies in their ability to capture linguistic as well as quan-

titative knowledge and information. A useful notion is the one of linguistic

variable (Zadeh 1975), where symbolic values, defined at an ontological level,

have semantics defined bymembership functions on a concrete domain at the

image or features level. The membership functions and their parameters can

be handcrafted, according to some expert knowledge on the application do-
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main. They can also be learned, for instance from annotated data (Atif et al.

2007). The advantage of such representations is that linguistic characteriza-

tions may be less specific than numerical ones (and therefore need less infor-

mation). Their two levels (syntactic and semantic) allow on the one hand for

approximate modeling of vague concepts, and reasoning on them, and on the

other hand constitute an efficient way to solve the semantic gap issue (see sec-

tion 2) by providing semantics in concrete domains, according to each spe-

cific context. Linguistic variables, maintaining the consistency between con-

cepts and data, therefore play an important role for explainability. Similarly,

the goals of an image understanding problem can be expressed in an impre-

ciseway,andagain, translating vague concepts intouseful representations and

algorithms benefits from fuzzy modeling, in particular when using linguistic

variables.

4. Reasoning

Based on the previous representations, the reasoningpart takes various forms,

separately or in combination, again in the spirit of hybrid AI. It is important to

mention a few,mostly from previous work, which led to applications in medi-

cal imaging, in particular for brain structure recognition:2 matching between

a model and an image based on graph representations (Aldea/Bloch 2010; Ce-

sar et al. 2005; Fasquel/Delanoue 2019; Perchant/Bloch 2002); sequential spa-

tial reasoning mimicking the usual cognitive process where one may focus on

an object that is easy to detect and to recognize, and then move progressively

to more and more difficult objects by exploring the space based on the spatial

relations with respect to previously recognized objects (Bloch/Géraud/Maître

2003; Colliot/Camara/Bloch 2006; Delmonte et al. 2019; Fouquier/Atif/Bloch

2012); exploration of the whole space and reducing progressively the poten-

tial region for each object, againmimicking a type of cognitive process, for in-

stance by expressing the task as a constraint satisfaction problem (Deruyver/

Hodé 1997;Nempont/Atif/Bloch 2013), logical reasoningbasedonabduction, to

find the best explanations to the observations according to the available knowl-

edge (Yang/Atif/Bloch2015) and logical reasoningdrivenbyanontology (Hude-

lot/Atif/Bloch 2008).

2 These are only examples and similar approaches have been developed in other appli-

cation domains, such as satellite imaging, video, music representations, etc.
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In all these methods, an important feature is the combination of several

approaches within the framework of hybrid AI, with the aim of explainability.

Abstract knowledge representation and formal reasoning (typically using log-

ics) are appropriate to build a knowledge base representing prior information

(on anatomy for the considered examples) and to reason on it – the expres-

sivity and the reasoning power depending on the chosen logic. Structural

representations (graphs and hypergraphs, ontologies, conceptual graphs, con-

cept lattices, etc.) are frameworks to convert expert knowledge on the spatial

organization of objects (e.g., organs in medical imaging) into operational

computational models. As mentioned in section 3, converting knowledge

into meaningful representations and algorithms highly benefits from fuzzy

modeling, in particular linguistic variables used to fill the semantic gap.This is

indeed key to explainability.These models are then associated with structural

representations to enrich them. For instance, fuzzy models of object features

(shape, appearance) and of spatial relations can be attributes of vertices or

edges of graphs, associated with concept descriptions in ontologies or con-

ceptual graphs, providing semantics for these concepts, and considering them

properties in fuzzy extensions of concept lattices, or providing semantics of

logical formulas.

Usually several pieces of knowledge are involved together in the reasoning

process. The advantages of fuzzy sets lie in the variety of combination opera-

tors, offering a lot of flexibility in their choice, that can be adapted to any situ-

ation at hand, and which may deal with heterogeneous information (Dubois/

Prade 1985; Yager 1991). A classification of these operators was proposed by

Bloch (1996), with respect to their behavior (in terms of conjunctive, disjunc-

tive, compromise (Dubois/Prade 1985), the possible control of this behavior,

their properties and their decisiveness.

Now, considering the recent huge developments in machine learning, and

in particular deep learning, a recent trend is to combine such approaches with

knowledge driven methods. This can be done at several levels (see e.g., Xie et

al. 2021): to enhance the input (e.g., by including in the input of a neural net-

work as a result of some image processing method as in Couteaux et al. 2019),

as regularization terms in the loss function (e.g., to force the satisfaction of

some relations), or to focus attention on specific patches based on geometric

or topological information (e.g., vessel tree, see Virzi et al. 2018), or as post-

processing to improve results (e.g., Chopin et al. 2022). Conversely, in some

situations, the neural networks can use implicit spatial relations to solve a task

such as object segmentation and recognition, as soon as the concerned objects
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are within the receptive field (Riva et al. 2022). Again, one of the advantages of

such hybrid approaches is to improve interpretability and explainability. This

is particularly important inmedical imaging for increasing the confidence the

user may have in an approach based on deep learning, consequently also in-

creasing the adoption of such techniques.

Finally, the result of an image understanding system can be expressed

in various forms (sets of (fuzzy) objects representing recognized structures,

classes (of objects or pathologies for instance), properties of objects or struc-

tures and the relations they share, linguistic descriptions providing in a given

vocabulary sentences describing the content of the image, etc.), finding yet

again a unifying representation framework in fuzzy sets.The next step is then

to provide explanations to these results.

5. Explanations

A first way to provide explanations is to rely on abductive reasoning in some

logic.3 Mathematical morphology is a useful theory for abductive reasoning

and various logics (Aiguier et al. 2018; Bloch 2006; Bloch et al. 2018). An exam-

ple is the use of erosion or derived operators to provide explanations for obser-

vations according to a knowledge base by applying these operators to a set of

models for logical formulas or to a concept lattice. For instance, from a knowl-

edge base on anatomy, expressed in some logics, and from segmentation and

recognition results, higher level interpretations of an image can be derived us-

ing such amethod of abductive reasoning (Atif/Hudelot/Bloch 2014; Yang/Atif/

Bloch 2015).Then the image understanding problem itself is formulated as an

explanatory process.The logic is endowed with fuzzy semantics, used to cope

with imprecise statements in the knowledge base, such as “the lateral ventri-

cles are dark inT1weightedmagnetic resonance images, the caudate nuclei are

external to the lateral ventricles and close to them”. Observation is the image

and results from segmentation and recognition procedures.Hence, there is an

interpretation on two levels: first at the object level, using the approaches pre-

sented in the previous sections involving fuzzy representations and structural

models, and secondly globally, at the scene level. The advantages of using ab-

stract formulation in a logic is that this second,higher level, interpretation can

3 Note that this is very natural, and explored since the antiquity, while it is much more

difficult with machine learning that performs mostly inductions.



188 Beyond Quantity

take intelligible forms, such as “this image presents an enhanced tumor,which

is subcortical and has a small deforming impact on the other structures”.

The language in which the knowledge is expressed should be defined ac-

cording to the granularity level expected of the interpretation and based on

whomthedescription is dedicated to (the explainee). For instance, the descrip-

tion of the content of a pathological brain image will depend on whether the

explainee is anyone (without assuming any particular expertise), the patient,

or a medical expert who wants to make a decision guided by this description

and aims to interact with other experts.Other important questions are related

to what should be explained. For instance, a medical expert needs mostly ex-

planations of a result rather than explanations of every step of the algorithmas

well as explanations of the links between the results, the data, and the available

knowledge. More importantly, explanations are required when the results are

unexpected. This is related to the question of when an explanation is needed

and refers to the idea of contrastive explanations (why is the result A, when B

was expected?).

To go further, another level of explanation is to identify which part of the

knowledge base has actually been involved in the reasoning process or is rele-

vant in the object or scene description. An implicit method to do so was men-

tioned above (Riva et al. 2022). More explicit methods are also very relevant

for providing meaningful explanations to users. Fuzzy sets are then useful for

establishing a link between the results derived from the image and concepts

expressed in the knowledge base, as mentioned at the end of section 2. A sim-

ple example is to assess to which degree a spatial relation is satisfied between

the resulting objects.Then explanations such as “this object is the left caudate

nucleus because it is close to the left ventricle and to the left of it” are easy to

derive. For instance, a given spatial relation between two identified objects can

be computed, as a number or as a distribution, and then compared to the fuzzy

model of this relation (Bloch/Atif 2016). An approach based on fuzzy frequent

itemset mining has also been proposed (Pierrard/Poli/Hudelot 2021). Consid-

ering the example of structure recognition based on spatial reasoning, expla-

nations become natural by identifying the spatial relations that actually play a

role in the recognition. Furthermore, we can make use of hedges and quanti-

fiers to find out whether “most” of the relations in a given set are indeed satis-

fied by a result, or involved in the image understanding process.
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In all that precedes, hybrid AI and the combination of several approaches

are at the core of:

• knowledge representation (object properties and relations between ob-

jects),

• associating attribute definitionwith structural frameworks such as graphs

hypergraphs or other computationalmodels representing the structure (in

the sense of spatial organization) of a scene,

• semantics of logics,

• semantic gap solving,

• spatial reasoning for image understanding, computing similarities be-

tween a model and a result,

• providing descriptions of an image in a given language, providing cues for

explainability.

They are the main medium to travel from knowledge to data and conversely

explain results obtained from data according to the available knowledge.

6. Discussion

Togo further in thefield of hybridAI andXAI for imageunderstanding,princi-

ples expressed and discussedmore generally in AI could be instantiated in this

particular domain of application and pave theway for new research directions.

This starts with the definition of interpretability and explainability. An in-

teresting distinction is proposed by Denis and Varenne (2022), where inter-

pretability is defined as the composition of elements that are meaningful for

humans, while explanation is strongly related to causality, and understanding

is linked to unifying diversity under a common principle (this is may be some-

what different when interpreting an individual image as in medical imaging).

In the works summarized in this paper, fuzzy sets are an example that can be

used to make explicit the components of knowledge and image information

that are involved in a reasoning process.This is done in a semi-qualitative way,

close to human understanding, and therefore directly useful to provide expla-

nations.

Seeing explanations as causality has been widely addressed, in particular

byHalpern andPearl (Halpern/Pearl 2005a;Halpern/Pearl 2005b) andbyMiller

(Miller 2019;Miller 2021),where structuralmodels play amajor role. Linkswith
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argumentation frameworks (Munro et al. 2022) and extensions of contrastive

explanations for fuzzy sets (Bloch/Lesot 2022) have recently been proposed.

Notions such as contrast and relevance are put to the fore, and would be also

important to consider in image understanding. For instance, explaining why

a certain decision was proposed by an algorithm, and not another, is a way

to make explanations more convincing. A simple way to do so based on the

methods presented here would be to compare resulting image descriptions

with different models or decisions, and to identify which components in

the knowledge or in the reasoning was responsible for a particular decision

proposal. This would be particularly interesting in medical imaging, where

explanations are mostly required when the result provided by an algorithm

differs from the expected one.This deserves further investigation.The level of

explanation shoulddependon the explainee, asmentioned above,and adeeper

study of this aspect could take inspiration from the work on intelligibility by

Coste-Marquis and Marquis (2020) (for instance based on projections on a

given vocabulary). This goes with the idea of a human-centered evaluation of

AI systems.

It has been advocated by Marcus (2020: 1) that new research should aim at

developing “a hybrid, knowledge driven, reasoning based approach, centered

around cognitive models, that could provide the substrate for a richer, more

robust AI than is currently possible.”This is exactly what research in image un-

derstanding based on hybrid AI is trying to do, but still at a modest level. The

question of bias is related to the one of robustness. Statistical biases, on the

one hand, are usually quite well identified inmedical imaging.Theymay come

from the limited data, from the under-representativity of parts of a popula-

tion, from the specificities of the study (which intrinsically limit the popula-

tion) and of the imaging center to the evolution of the data and the update of

the algorithms,etc.This raises difficulties to adapt amethod to adifferent pop-

ulation for instance. One may also wonder whether learning methods implic-

itly use information that can be relevant or that can be biased (which is then

not explicitly identified). On the other hand, cognitive biases (such as confir-

mation, framing, complacency biases) may be more difficult to assess. An in-

teresting direction of research is to investigate how hybrid AI can cope with

these questions.

Finally, it would be interesting to investigate more deeply to which extent

hybrid AI and XAI could help answering questions related to ethics, for in-

stance in radiology, where these questions are often raised.
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AI-based approaches in Cultural Heritage

Investigating archaeological landscapes

in Scandinavian forestland

Giacomo Landeschi

1. Computational methods in archaeology

There is a long tradition of using computers and computational methods in

archaeology. In 2023, the Computer and Quantitativemethods in Archaeology

Conference (CAA) turned 50, with the first meeting originally hosted in Birm-

ingham back in 1973 (Djindjian et al. 2015). As a spatial discipline, archaeology

relies onquantitative andstatisticalmethods to investigate anddetect patterns

connectable to the presence of past humans in a given landscape. There is a

constant need ofmeasuring spatial distributions of artifacts,monuments and

settlements in a multi-scalar and multi-temporal perspective. Quantification

has rapidly become a standard procedure for generating deeper insights into

the human past and for this scope the introduction of computational methods

marked a tremendous advance in archaeological practice. Geographical Infor-

mation Systems (GIS) are considered one of the first products to be introduced

in archaeology for the purpose ofmanaging spatial datasets related to archae-

ological excavations, field surveys or landscape investigations. Most of GIS-

based analysis was aimed at the detection of new archaeological material in

areas not previously investigated, but soon, the importance of these computa-

tional methods for generating more complex, explanatory models capable of

providing archaeologists with interpretative tools for generating a better un-

derstanding of past human activities, became clear. In this context, predictive

modelling was introduced as a methodological framework for forecasting ar-

chaeological presence in specific portions of landscapes (Kohler/Parker 1986;

Wescott/Brandon 2000; Verhagen 2007). It comes as no surprise that the use

of GIS among different institutions both in the public and private sector be-
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came increasingly popular with many projects starting with the purpose of

managing cultural heritage in amore effectiveway.The very idea of developing

a statistical/inferential method to detect, in a semi-automatic way, significant

numbers of archaeological material did represent an important game changer

in the discipline, enabling archaeologists to re-interpret past landscapes in a

totally different manner. Beside predictive modelling, among the most popu-

lar GIS applications in landscape archaeology it is worth tomention the use of

Least-Cost-Path (LCP) analysis for examiningbest-suited routes in a landscape

that is likely to have been crossed by people in the past based on the analysis of

factors that could have either facilitated or prevented humanmovement, such

as slope, natural barriers and distance to be crossed (Herzog 2014). Another

very widespread application is viewshed analysis, enabling archaeologists to

determine locations in the landscape that were more visually exposed or se-

cluded while considering a number of observation points used to perform the

calculation (Wheatley 1995).More recently, thanks to the dramatic advances in

hardware and software performance, more sophisticated and efficient tools

have been introduced in support of archaeological research. 3D-based tech-

nology hasmarked a significant advance in the area of site documentation and

museum communication and dissemination (Barcelo et al. 2000). Apart from

traditional laser-scanning techniques, there are now image-based modelling

techniques, enabling specialists to rely on relatively low-cost solutions to ac-

quire and document archaeological features andmonuments in 3D (Dell’Unto

2014).Ona similarway, the advances inUnmannedAircraft System (UAS) tech-

nology led to the definition of innovative pipelines for the data capture and

the documentation of large portions of an archaeological landscape,making it

possible to investigate archaeological features in amulti-scalarway, increasing

the level of spatial definition to a detail that is unparalleled by any of the exist-

ing satellite sensors commonly used in landscape archaeology (Adamopoulos/

Rinaudo 2020). Among the most notable innovations that impacted the dis-

cipline in the last ten years, it is important to mention Artificial Intelligence

(AI) and its contributions to the analysis of ‘big data’ that is now produced on

a daily basis as a result of the introduction of more advanced sensing technol-

ogy and sophisticated methods of data collection. Before examining in detail

the impact AI had and is having on archaeological data analysis, the next sec-

tions will briefly introduce two technologies that are particularly relevant for

the setup of the described work pipeline, namely Remote Sensing and LiDAR,

which are related to the techniques and the sensors specifically employed for

data acquisition.
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2. Remote sensing

Numerous studies have extensively documented the use of satellite remote

sensing in archaeology (Campana/Forte 2006; Parcak 2009; Lasaponara/

Masini 2012). These studies have specifically examined a wide range of ge-

ographical regions and time periods, providing valuable insights into the

application of this technology in diverse contexts. Satellite remote sensing

relies on sensors that can capture and analyze radiating energy across various

wavelengths in the electromagnetic spectrum.These sensors can convert this

energy into new information regarding the physical and chemical attributes of

the specific area on the Earth’s surface that is being examined. Archaeological

use of satellite multispectral images can be traced back to the 1970s when the

initial satellite missions were launched by NASA and the Landsat program

was initiated (Giardino 2012). These early endeavours marked the beginning

of employing satellitemultispectral images for archaeological purposes. Right

from the start, it became evident that this form of remote sensing would

have a profound impact on archaeology. It provided specialists with the abil-

ity to survey expansive areas of land, enabling them to identify numerous

ground anomalies. During the initial stages of using multispectral images,

the spatial resolution was relatively low. As a result, the primary focus at that

time was on identifying paleo-environmental elements and small-scale field

systems (Rainey et al. 1976). This emphasis allowed archaeologists to develop

a more comprehensive understanding of how landscapes were utilized and

exploited during prehistoric and historical periods. By studying these fea-

tures, researchers could gain valuable insights into the human interactions

and activities that shaped the landscape in the past. Satellite remote sensing

also plays a crucial role when examining landscapes that can be described

as challenging from a logistical standpoint. Within the field of archaeology,

there exist numerous geographical regions that have restricted accessibility

due to environmental obstacles or administrative/political circumstances.

An illustrative example of this is the exploration and identification of Mayan

cities in Central America, where the dense and expansive rainforest poses a

significant challenge to traditional on-site research methods (Saturno et al.

2007). An additional issue arises in conflict and war zones, where conducting

archaeological investigations on the ground becomes either impossible or,

if attempted, can only take place after heritage sites have suffered damage

and looting. In this respect, Campana et al. (2022) showcased how remote

sensing played a vital role in assessing the extent of war damages inflicted on
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the ancient city of Niniveh following the occupation and destructive actions

carried out by ISIS. On a similar note, in the context of the EAMENA project,

which focuses on safeguarding endangered heritage sites, a new open-access

database was established. The main objective of this initiative was to provide

archaeologists and cultural heritage experts with access to satellite imagery

from regions in the Middle East and North Africa that have been impacted by

war and looting (Bewley et al. 2016). This database allows users to visualize

and analyze the imagery for research and preservation purposes. In summary,

over the past two decades, satellitemultispectral images have had a significant

influence on landscape archaeology. There is now a widespread agreement

on the importance of utilizing such datasets for investigating archaeological

sites from various scales and temporal perspectives.The introduction of high-

resolution sensors capable of producing satellite images with a spatial resolu-

tion of up to 30 cm has been a true game changer in this field.This significant

advancement in landscape archaeology has permitted archaeologists to utilize

multispectral information when investigating individual monuments or sites

in a manner that was unimaginable during the early stages of satellite remote

sensing. Similarly to geophysical prospecting techniques, it is crucial to em-

phasize the importance of conducting ground-truthing when interpreting

satellite imagery.This process involves verifying the actual presence of archae-

ological material on the ground,which serves to validate the performance and

accuracy of the sensor used in the investigation.

3. LiDAR

LiDAR, one of the latest technologies introduced in landscape archaeology,

has undeniably had a significant impact on site detection, particularly in areas

characterized by dense forest coverage. The acronym LiDAR stands for Light

Detection and Ranging, which involves the use of a sensor that emits a laser

beam towards a target surface. The receiver measures the time it takes for

the laser beam to return, enabling the calculation of the distance between

the sensor and the target. This data allows for the derivation of precise 3D

coordinate values for each measured point. Through the application of spe-

cific filtering algorithms, the resulting point cloud from LiDAR data can be

classified based on their positions on the land surface. This classification

enables the differentiation of points belonging to the ground surface from

those associated with vegetation elements. The ability of LiDAR to penetrate



Giacomo Landeschi: AI-based approaches in Cultural Heritage 201

dense vegetation and detect ground anomalies makes it an ideal solution for

investigating areas with extensive vegetation cover. This capability surpasses

the limitations of other sources, such as satellite multispectral images, which

may not be able to detect such ground-level details. Indeed, LiDARhasmarked

a significant transformation in various research scenarios, ranging from the

tropical landscapes of Central America to the forests of Northern Europe. A

notable example is the systematic investigation of the Mayan site of Caracol

in Belize, where the utilization of airborne LiDAR enabled archaeologists to

detect and map extensive sections of an ancient city, including structures,

causeways, and agricultural terraces, unveiling the complex nature of the site

(Chase et al. 2011). Similarly, in a completely different context, this technol-

ogy has enabled archaeologists to reexamine the archaeological landscape

surrounding Stonehenge in Southern England. Through LiDAR, they were

able to map a substantial number of features, such as field systems, burial

mounds, and ancient river courses, in amanner that surpassed the limitations

of solely analyzing aerial photographs (Bewley/Crutchley/Shell 2005). While

the conventional method for data acquisition involves the use of aircrafts,

such as small planes or helicopters, in the last few years a new generation

of drones equipped with LiDAR sensors has emerged. This development has

resulted in a significant enhancement in the point density of the acquired

surface data and has made lower-cost solutions available for individual data

acquisitions. Traditionally, data collection was limited to professional com-

missioned flights conductedwith aircrafts, but the advent of LiDAR-equipped

drones has revolutionized this process (Casana et al. 2021). Regarding data

output, the point cloud obtained from LiDAR acquisition is commonly filtered

to extract points classified as ‘terrain’.These filtered points are then utilized to

generate a Digital TerrainModel (DTM).The DTM is typically represented as a

raster grid, where each grid cell corresponds to an elevation value, providing

a detailed representation of the terrain. DTMs can be further processed and

converted into thematic maps, where ground anomalies can be emphasized

using specialized algorithms. One notable application, as further described in

the next sessions, is the integration of LiDAR-derived raster images with Ar-

tificial Intelligence (AI) techniques. By training AI models on known features

within a dataset, this approach enables the semi-automatic extraction of sim-

ilar features from the larger landscape. Archaeologists can benefit from this

method as it facilitates the faster and more efficient detection of numerous

archaeological features, aiding in their research efforts (Küçükdemirci et al.

2022).
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4. Artificial Intelligence and archaeology

Artificial Intelligence (AI) has emerged as a powerful tool in archaeology, rev-

olutionizing various aspects of research and analysis. AI techniques, such as

machine and deep learning for computer vision tasks, are being applied to ar-

chaeological data to assist in tasks such as feature detection, classification,

data interpretation, and predictive modelling. One of the significant contri-

butions of AI in archaeology is in the field of image analysis. AI algorithms

can be trained to recognize and identify archaeological features, artifacts and

patterns in large datasets of images, including satellite imagery, aerial pho-

tographs and ground-based photographs.This enables archaeologists to auto-

mate the process of feature identification, saving time and effort in data anal-

ysis. AI also plays a crucial role in data processing and analysis. By utilizing

machine and deep learning algorithms, large archaeological datasets can be

analyzed to identify patterns, correlations and trends that may not be easily

discernible by human researchers.This allows formore comprehensive and ef-

ficient data analysis, leading to new insights and interpretations.

Artificial Intelligence (AI) has been introduced in the archaeological dis-

course as early as the 1980s, with the purpose of supporting expert systems

for the definition of heuristic frameworks in the analysis of the archaeologi-

cal record based on a joint effort involving domain specialists (archaeologists),

software engineers and computer scientists (Wilcock 1985).

Baker (1987) instead seems to use the definition of ‘expert systems’ synony-

mously with ‘AI’, pointing out the problematic nature of these computational

tools and its applicability in the archaeological domain. Patel and Stutt (1989)

identify different application areas forAI/expert system technology,highlight-

ing the urgency for archaeologists to get confronted with significant amounts

of data.Archaeological reasoningbeing an importantfield in the applicationof

AI, the authors introduce KIVA, a programming language capable of simulat-

ing reasoning in connection with archaeological data, providing different in-

terpretations based on the combination of data and context conditions where

artifacts and single findings have been collected.

More recently, the use of AI-based applications had a dramatic increase in

archaeological practice, becoming a de-facto standard in many sub-fields of

the discipline. AsMantovan andNanni (2020) show, the research areas include

(but are not limited to) musealization, artifact and ecofact analysis, landscape

interpretation, ancient buildingmonitoring and underwater archaeology. Im-

age recognition has been employed for automatic detection and comparison of
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categories of pictures belonging to different museum collections from all over

the world with the aim to describe objects from the same cultural/historical

context in order to facilitate findability and accessibility ofmaterial thatwould

be otherwise difficult to retrieve (Wilbrink et al. 2023). Similarly, AI-based ap-

proaches includingmachine learning and deep learning have been used to de-

velop supportive tools for archaeologists in the field to allow a quick and effi-

cient recognition of ancient pottery classes based on the examination of im-

ages taken from sherds and other fragmentary material that is typically found

in the archaeological stratigraphy (Gualandi/Gattiglia/Anichini 2021; Anichini

et al. 2021). Concerning the study and the analysis of ancient buildings, signif-

icant results have been obtained in the analysis of the Forbidden City in China

by introducing advanced point cloud classification tools thanks to the intro-

duction of more refined algorithms such as PointNet++ which enabled users

to improve the accuracy of the 3D point segmentation, reducing the number

of data sample to be collected (Hu et al. 2022). Still, it is in archaeological re-

mote sensing that most of current AI-based approaches are employed with

image classification and object detection being the main functionalities ap-

plicable to investigate an archaeological landscape by examining the presence

of ancient features and any transformation occurring in the natural environ-

ment.Karamitrou et al. (2022) recently explored the possibility of usingGoogle

Earth’s freely available satellite high-resolution images to test deep learning

networks for the automatic detection of archaeological features in very diverse

geographical areas distributedworldwide.The application of AI in the analysis

of satellitemultispectral imageshasprovensignificant results alsoon relatively

low spatial resolution datasets such as Corona, enabling specialists to refine

the quality of data interpretation due to an improved performance of the clas-

sification tools, with a lower number of false positives obtained (Soroush et al.

2020). Orengo and Garcia-Molsosa (2019) further improved the capabilities of

small finds detection in UAS-derived images by introducing a machine learn-

ingapproach that allowsarchaeologists to easily spot small pottery shards scat-

tered over a field surface and to obtain a better performance than the one ob-

tainedbyon-site visual inspection. Inunderwater archaeology,machine learn-

ing approaches have been recently explored for detecting shipwrecks andother

categories of submerged sites based on the processing of datasets of images

derived from Autonomous Underwater Vehicles (AUVs) acquisition, in which

data augmentationwas applied in order to increase the number of samples for

the training dataset, due to the relative scarcity of submerged sites available

(Nayak et al. 2021).
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Another important field of application for AI is geophysical prospections,

a very effective tool for the detection of buried structures and to collect subsoil

information. A typical dataset produced during a Ground Penetrating Radar

(GPR) survey consists of a very large number of images where it is possible to

extract in an automatic way information that is useful for the archaeological

interpretation. In this sense, CNN-based approaches have proven to be very

effective for the automated interpretation of these datasets (Küçükdemirci/

Sarris 2020; Küçükdemirci/Sarris 2022).

5. Investigating archaeological features in a forestland

The combination of non-destructive methods presents a vast range of case

studies that can be explored and examined. In the context of Scandinavia

and specifically Sweden, the utilization of AI-based techniques plays a crucial

role in identifying and studying archaeological features within the landscape.

Particularly in Sweden, the use of image recognition methods holds great

potential in the analysis of LiDAR datasets.This is because LiDAR enables the

observationof archaeological featureson thegroundsurface,even inareas cov-

ered by vegetation where traditional satellite or aerial multispectral imagery

fails to provide adequate information. By employing AI-driven approaches,

the analysis of LiDAR data can yield highly effective results in the detection

and analysis of archaeological traces in these challenging environments. So

far, only a few studies have tried to investigate archaeological traces hidden in

the woodland, consisting of several categories of sites including burial areas,

settlements and productive areas such as kilns or mints. Recently, Lindholm

et al. (2021) demonstrated the pivotal role of boreal forest land by providing its

ancient inhabitants with important sources of the economy of Scandinavian

regions from the Roman Iron Age (1st to 4th century CE) to the later Middle

Ages (1050 to 1520 CE). Such research now allows archaeologists to challenge

the current view of Scandinavian forest land as a marginal space and to in-

vestigate more thoroughly vast portions of landscape where traditional forms

of survey have long been discarded due to a significant imbalance between

benefits and costs. To fill this gap, researchers at LundUniversity have recently

tried to introduce innovative approaches to the study of forestland regions by

relying on integrated methods including AI, ML, LiDAR and GIS. The main

purpose for this project is to understand diachronic transformations that

occurred in the landscape of the Scania region (Southern Sweden), witnessing



Giacomo Landeschi: AI-based approaches in Cultural Heritage 205

the change in destination from agricultural fields into woodland areas. In

this context, there is a significant variety of archaeological features that lie

beneath the dense canopy coverage and that consists of artifacts connected to

the ancient agricultural exploitation of the landscape. These consist of stone

walls, boundaries, clearance cairns, terraces and Celtic fields and all of these

features that can only be detected by examining the LiDAR-derived imagery

where the ground-related information is visualized in the form of a Digital

Terrain Model (DTM). Indeed, differences in the elevation values observed in

DTMs are important markers of the presence of buried structures or features

whose appearance is marked by patterns of discontinuity in the topography

of the area under scrutiny. As for this project, the main focus was the analysis

of the so-called clearance cairns, human-made piles of stones that were cre-

ated in ancient times as a result of clearing space for agriculture in selected

portions of land.This category of finds is very widespread all over Scandinavia

and represents one of the most common archaeological features identifiable

in Swedish forests. Their shape is quite regular (2–6 meters in diameter and

0,2–0,5 meters high) and is characterised by a moss or grass turf coverage

(Lagerås/Bartholin 2003).

Figure 1: Clearance cairn located in the study area of Söderhånsen

National Park. Typically, prehistoric or medieval ones can be recog-

nized either by its diameter (between 2 and 6meters), or the reduced

size of the stones and the presence of moss partially covering it. Image

courtesy of the author.



206 Beyond Quantity

Figure 2: Case study area in the national park of Söderhånsen, central Scania (South-

ern Sweden). Red-marked features indicate areas of possible clearance cairns as a result

of CNN data processing. Image courtesy of the author.

Concerning their chronology, the oldest clearance cairns date back to the

Bronze Age (9th to 6th centuries BCE) and their presence indicates an area

that used to be agricultural land and whose boundaries were often defined

by straight lines made of clearance stones too. Identifying those features can

mark an important advance in the study of forestland and provide a signifi-

cant contribution to themanagement of cultural heritage and forest resources

along with a powerful instrument for planning new development. So far, only

a relatively small number of clearance cairns has been identified and reported

on the Swedish National Heritage Board (RAÄ, https://app.raa.se/open/forns

ok/), with most of them still to be identified.
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In this respect, advances in remote sensing techniques, including the use

of LiDAR-derived sources combined with AI and GIS can now dramatically

contribute to a more effective identification of these archaeological traces. To

prove this working hypothesis, a test case area was selected in the Söderånsen

National park, located in central Scania, where a very vast portion of land is

now covered by protected forest land (fig. 2). In this area, a number of clear-

ance cairnswas previously identified and reported in the RAÄ registry. Still, by

examining a LiDAR-derived DTM it is possible to observe an even larger num-

ber of ground anomalies in areas not previously documented and that can be

possibly interpreted as ancient clearance cairns.Having the geometrical refer-

ence provided by the known previously identified clearance cairns allowed to

obtain a traininganda comparisondataset to beused for testing theprediction

of the AI network.

6. Methodology

As previously stated, the workflow for the identification, classification and in-

terpretation of clearance cairns in the study areas is based on the integration

of different acquiring techniques and data processing methods. At the core of

the system, a spatial geodatabasewas set up to collect, store and process all the

datasets related to the landscape of Söderåsen National Park. LiDAR-derived

rasterDTMswere chosenas aprimary source forperforming theAI-based spa-

tial analysis. This source is freely made available for researchers through the

Swedish Cadastral Agency web portal (Lantmäteriet, https://www.lantmateri

et.se) and comes in the form of a vector 3D point cloud with an average spa-

tial density of 0,75 points per squaremeter.These data are then processed and

converted into rasterDTMswith a spatial resolutionof0,5.These raster images

are the result of GIS-based filtering operations that allow users to remove any

vegetation point and to obtain a ‘clean’ model of the terrain made by ground

surface points.These points are eventually used to derive a Triangulated Irreg-

ular Network (TIN) model that will be in turn transformed into a raster DTM

by applying specific interpolating algorithms. As a final step of this process, a

slope and a hillshade map are generated in order to enhance the visibility of

the archaeological features that need to be spotted (fig. 3).
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Figure 3: Portion of the study area covered by woodland, as appears in a RGB aerial

image (A). From the LiDAR-derived DTM, slope (B) and hillshade (C) algorithms were

applied to enhance the visibility of clearance cairns (that show up in a pretty circular

shape and are evenly distributed throughout the selected areas). Image courtesy of the

author.

More GIS-based operations are performed to extract tiles that must have

included known clearance cairns in order to create a valid training dataset to

feed the network. Typical metadata configuration for each tile was character-

ized by an uncompressed .tiff file with a depth of 8 bit.

As thoroughly described by Küçükdemirci et al. (2022), the present re-

search utilizes a U-net, a U-shaped convolutional neural network (CNN) in

order to identify, detect and segment the data and extract the mentioned

archaeological characteristics of clearance cairns from the LiDARdataset.This

modified CNN architecture goes beyond conventional approaches by enabling

pixel-level localization, classification as well as learning from limited training

samples, which offers significant advantages.
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Theinitialfindingsof this studyarepresentedbasedona limitedamountof

labeled data. At the beginning, 290 images containing cairns, eachmeasuring

64x64 pixels, were labeled. Subsequently, the training dataset was expanded

to include a total of 1054 images through the application of data augmenta-

tion techniques such as varying shear range, zoom range, flipping, and rota-

tion ranges. However, the training metrics did not yield satisfactory results,

possibly due to the extensive distortion in the training image datasets, caus-

ing them to deviate significantly from their original forms. Consequently, a

decision was made to enhance the data augmentation solely by incorporating

vertical and horizontal flipping.This led to a dataset consisting of 627 images,

whichwere randomly divided into a training set of 501 images and a validation

set of 126 images (ibid.).

7. Preliminary results

As a result of a preliminary investigation of the selected area (fig. 1), measur-

ing 9984x4992meters, the following findings are presented. As figure 4 shows,

there is an apparent matching between areas predicted as likely to have clear-

ance cairns with those ones reported in the Swedish national heritage registry

where actually these features were located. The red pixels on the image rep-

resent ground anomalies, potentially indicating clearance cairns, which were

detected using the proposed CNN model. Despite using a limited amount of

labeled training data during this phase of the study, the outcomes are promis-

ing and showcase themodel’s effectiveness in identifying previously unknown

or undocumented archaeological features, as evidenced in this portion of the

sample image.
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Figure 4: A portion of SöderhånsenNational Park, where the areas previously known

and reported on the Swedish National Heritage Board website as ‘fossil fields’ are

marked in blue. As a result of the CNN data processing, several ground anomalies

are detected in the hillshademap used to feed the network (red pixels). Image courtesy

of the author.

8. Ground truthing

The external validation survey was conducted in a specific area within the net-

work’s predicted region,within the SöderånsenNational Park,which revealed

the presence of numerous anomalies both inside and outside the boundaries

defined by the RAÄ surveyed areas.Through field surveying and by comparing

the GPS position of the observed clearance cairns with the location of the red-

marked ground anomalies detected by the network, the results indicate an ap-

proximate average 74 percent success rate in accurately predicting clearance

cairns (fig. 5).This percentage derives from the examination of 3 separate clus-

ter areas with a concentration of ground anomalies with a matching ratio of

7/9, 8/13, and 10/12 good predictions corresponding to 77, 61, and 83 percent of

relative success rate.

However, it has become evident that the terrain morphology and vegeta-

tion type introduced background noise into the quality of the LiDAR data.The
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presence of bedrock outcrops in the landscape created uneven areas, which

can negatively impact the visual interpretation of the data and the model’s ef-

fectiveness in detecting cairns, potentially resulting in false positive identifi-

cations. From a methodological perspective, another limitation in the field of

data collection is the weakness of the GPS signal, due to the tree canopy cover-

age, whichmakes it difficult to properly use any differential or single-antenna

GPS, thereby reducing the instrument accuracy to a fewmeters.

Figure 5: Ground truthing was performed to validate the model prediction on new ex-

ternal, independent data collected in the field (asterisk points).The selected areas were

not previously reported as fossil fields, probably due to a lack of surveying coverage.

Interestingly, as figures A and B show, there is a goodmatching (around 74 percent)

between clearance cairns observations and themodel prediction characterized by red

pixels. Image courtesy of the author.

9. Conclusion

Despite being at a very preliminary stage, the project conducted so far pro-

vided very encouraging results in terms of prediction accuracy. Based on the
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field surveying assessment,most of the predicted ground anomalies have been

identified on the ground and interpreted as actual clearance cairns.This pilot

project marks a significant advance in the use of AI-based approaches for the

study of archaeological landscapes and the identification of spatial patterns

related to past land exploitation and human activity.Nevertheless, from an in-

terpretative perspective, it is important to outline the need for more solid and

accurate information to be used as a training dataset. Taking clearance cairns

for instance, the features, as they appear in DTM-derived slope or hillshade

maps, can be easily misinterpreted, if not misexamined, in relation to the sur-

rounding context.

While our primary focus was on clearance cairns, it is apparent that this

approach holds promise for providing fresh insights into the examination of

complex agricultural systems from the past. It also offers a means to gain a

deeper understanding of various types of farming landscapes in Scandinavia.

In this sense, this contribution has sought to demonstrate the feasibility of uti-

lizing a tool to semi-automatically detect archaeological features in challeng-

ing and peripheral areas where traditional survey methods are impractical.

As for the future, we are developing an alternative network for multiclass

segmentation.Thisnetworkwill employ annotateddata associatedwithdiffer-

ent ground anomalies linked to agricultural activities, such as linear boundary

walls and Celtic fields. Due to the combination of more features with different

geometries,we believe this new approach can providemore accurate informa-

tion about the presence of areas of past agricultural activity, reducing the risk

ofmisinterpretation.Nonetheless, to construct an effectivemodel that can as-

sist archaeologists, heritage specialists and developers in addressing the chal-

lenge of archaeological predictability and expanding our knowledge of land-

scape transformations, we need to incorporate even more parameters. These

parameters include geology, geomorphology, hydrological conditions and his-

torical maps. Adopting amulti-scalar andmulti-temporal perspective will en-

able us to comprehend human interactions with the environment and land-

scape.
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Interfaces of AI

Two examples from popular media culture and

their analytical value for studying AI in the sciences

Sabine Wirth

1. Introduction: Perspectives from critical interface studies

Deep learning algorithms are currently introducing new forms of agency into

many different fields at the same time: from various scientific disciplines like

archaeology, art history ormedical diagnostics to public sectors such as trans-

portation or security and surveillance to popularmedia culture – forms ofma-

chine learning-basedpattern recognitionandgenerationare expected to affect

many areas of private and professional life.1 As can also be observed from the

history of other media such as photography or personal computers, this “de-

mocratization”2 of AI technologies leads to the strange circumstance that the

same basic technologies (e.g., ML-based pattern recognition and generation)

are applied to achieve completely different tasks in different areas.3 Despite

their universal appeal, these technologies inscribe themselves in verydisparate

ways in different fields of application.

1 As Pasquinelli and Joler (2021) describe it: “In this sense, pattern recognition has truly

become a new cultural technique that is used in various fields.” (1268)

2 For the ambivalent use of the term “democratization” regarding AI technologies see

Sudmann 2019b: 11.

3 Adrian Mackenzie (2017) describes for instance how an image recognition system (kit-

tydar) trained on cat images from Social Media and the Web could be applied to very

different areas of use: “Based on how kittydar locates cats, we can begin to imagine

similar pattern recognition techniques in use in self-driving cars (Thrun et al. 2006),

border control facial recognition systems,military robots, or wherever something seen

implies something to do.” (19)
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Within the field of media studies, the ubiquity of AI technologies has led

to a variety of publications in recent years that can roughly be sorted into three

main categories.4 First, there are publications that address the development

of AI technologies from a media-theoretical or philosophical point of view by

discussing for instance theories of the artificial (e.g. Negrotti 2000), the his-

tory and foundations of pattern recognition (e.g. Apprich 2018), human-ma-

chine relations (e.g. Kasprowicz 2022), the role of aisthesis in machine learn-

ing (e.g. Krämer 2022) or the general question of creativity (e.g. Mersch 2019;

2022) and forms of intelligence that might differ from an anthropocentric un-

derstanding of it.5 Secondly, there are publications that investigate specific

media environments where AI is currently introducing new forms of agency,

temporalities, decision making processes, politics and/or new aesthetics (e.g.

Sprenger/Engemann 2015; Beverungen 2019; Manovich 2019; Sudmann 2019a;

Ashri 2020; Karnouskos 2020; Sprenger 2020). Third, there are publications

that deal with the question how different media are creating and shaping cul-

tural imaginations and narratives of AI, which in turn can influence the actual

development of AI tools (e.g. Bucher 2017; Kazansky/Milan 2021; Schulz 2022).

In all these publications there is a growing awareness that ML-based tech-

nologies are transforming media cultures in such a comprehensive way that

we are already dealing with “media cultures of artificial intelligence” (Ernst

et al. 2019: 19). This transformational development allows us to reexamine

existing methods and approaches of media and culture studies like discourse

analysis and media history or theory as well as integrate them into inter-

disciplinary research fields like software studies, platform studies or critical

data studies. Especially in the field of critical data studies there is a growing

amount of research that focuses on ML-induced bias and discrimination (e.g.

Chun 2021; Apprich 2018; Kember 2013), dispositives of classification (e.g.

Bechmann/Bowker 2019), questions of infrastructure, platformization and

AI industries (e.g. Luchs/Apprich/Broersma 2023), and/or the material costs

4 This categorization is by no means able to encompass the many facets of research on

AI-based technologies in the field of media and culture studies, but simply serves as

an orientation for the purpose of this paper.

5 The question of a non-anthropocentric understanding of the agency of AI technologies

can be traced back to similar discussions about the computer as amedium in the 1990s

asking for a non-anthropocentric understanding of human-computer interaction, see

Krämer 1997.
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and planetary consequences of AI (e.g. Crawford 2021; Crawford/Joler 2018;

Pasquinelli/Joler 2018).

The field of AI research is growing with rapid pace and there is a need to

discuss more precisely what the various subfields of media and culture stud-

ies can contribute to this field (cf. Sudmann 2019c).One often neglected aspect

in AI research is that the operability of AI technologies in everyday scenarios

depends on interfaces that allow non-expert users to perform certain actions.

Ultimately, developers must provide easy-to-use interfaces that are working

towards embedding the operativity of AI-services into everyday culture. How-

ever, interfaces are not neutral.Theymediate AI technologies in various ways.

The emerging subfield of critical interface studies6 can provide productive ap-

proaches that allow to address these mediations. While the allocated space of

this article does not allowme to outline a conceptual toolbox of interface stud-

ies in all its variety, I will focus on its apparent key concept: the interface.

2. Interfaces as thresholds

So, what is an interface? To answer this seemingly simple question (that has

produced different definitions in different research fields) we could start with

another question: What makes a computer, a machine or a technology ‘ready-

to-hand’? Ready to use? Ready to be integrated into larger chains of action?

Complex technologies, thathave left behind theanalogyofHeidegger’s popular

example of the hammer which enables intuitive handling through its ‘handy’

design, need some sort of second order mediation. This can be some sort of

knowledge (expertise) about how the complex machine is to be handled7 or a

mode of mediation that translates this kind of knowledge into user interface

6 I use the term “critical interface studies” in this context to point to an emerging and

interdisciplinary field of research that critically examines the role of interfaces in con-

temporary media cultures. The research field is in the process of forming and has not

yet become institutionalized. Examples of relevant publications in this field are cited

throughout the article.

7 This explicit knowledge can become implicit or tacit after multiple use. A manifesta-

tion of this knowledge can be found in textual form in so-called instruction manuals

and it is interesting to note that the manual has step by step disappeared in the his-

tory of popular computing. What can now be observed instead of a manifestation of

functional knowledge in the manual is a decentralized shift of repair knowledge to

countless online forums (cf. Schröter 2018).
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functions that are more easily comprehensible by human users (like pressing

the right button).8 Drawing on Gilbert Simondon’s philosophy of technology

we can differentiate between closedmachines, that are understood as fully au-

tomatic machines with a predetermined way of functioning, and open ma-

chines. Open machines are defined by a higher degree of technicality, which

presupposes human intervention in form of constant organization or coordi-

nation and therefore is always connected to humanways of relating to environ-

ments (Simondon2012 [1958]: 11).AsErichHörl (2011: 36) elaborates,Simondon

puts the emphasis on the collective rather than on single actors by reconfigur-

ing the evolution of the technical object from elements to ensembles and thus

opens up a perspective to think technical activity in terms of a media ecol-

ogy of distributed agency. Based on these considerations, an understanding

of ‘artificial intelligence’ could follow, which does not attribute intelligence to

the computer systemalone,but assumes a distributed, collective performance,

which is produced by a complex network of “distributed, hybrid human-ma-

chine-computer networks”, as RainerMühlhoff (2019: 56f.) suggests. Although

AI-based applications are not necessarily supervised or organized by human

actors – especially in the case of subsymbolic forms of AI – human agency is

still in the loop inmany steps of the development process (supervised learning,

human labor in trainingsdata sets, etc.) aswell as in the environments inwhich

these technologies are put into use. And here, ‘being in the loop’mostly means

being involvedwith interfaces; handling something in this contextmeansdeal-

ing with displays and terminals: From human clickwork/crowdwork that gen-

erates training datasets for machine learning, to the implementation of ma-

chine learning operativity into the user interfaces of popular media apps.9 Si-

mondon’s consideration of open machines can be extended by Alexander Gal-

loway’s (2012) conception of interfaces, which he describes as thresholds, as

“zones of interaction thatmediate betweendifferent realities” (vii). By not con-

ceptualizing interfaces as things but rather as processes, Galloway makes us

aware of the double nature of ‘effectiveness’ in computer-based interactions:

8 For an elaborated discussion of the complex relation between user interfaces and im-

plicit knowledge see Ernst 2017.

9 Kate Crawford (2021: 68) e.g. critically describes the general obfuscation that ‘interface

effects’ foster in complex AI-systems where we cannot be sure when exactly we, as hu-

man users, are interacting with an AI system: “We engage only with the facades that

obscure their inner workings, designed to hide the various combinations of machine

and human labor in each interaction.”
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Interfaces themselves are effects, in that they bring about transformations in

material states. But at the same time interfaces are themselves the effects of

other things, and thus tell the story of the larger forces that engender them.

(ibid.)

In a more practical reading, the focus on the interface points us to larger

formations that shape our relationship with technology, such as data ex-

tractivism, surveillance capitalism or the overarching problem of complexity

and blackboxing. Interfaces function as thresholds through which the agen-

tial/performative/operational potential of machine learning methods is

mediated andmade accessible and compatible with human practices.The user

interface provides agency and enables us to be productive, but at the same

time it is a threshold in the sense of a barrier: not everything is possible/vis-

ible/doable. Branden Hookway has clearly highlighted this ambiguity of the

interface:

The interface describes a fundamental ambiguity between human and ma-

chine; it is both a mirror of multiple facings and a zone of contact. This am-

biguity bears on the human relationship with technology. For what is first

encountered is not the machinic in any pure form but rather the interface

itself. (Hookway 2014: 45)

But what does this mean for the study of AI? From the perspective of interface

studies, an everyday human user can encounter AI-systems only through “the

interface itself” (ibid.). In other words: Human-AI relations always depend on

interfaces as central mediators of AI. However, the interface is not simply a

medium for a linear relationship in the sense of mediating input towards out-

put.On the contrary, followingHookway inhis observation that the interface is

“both amirror ofmultiple facings and a zone of contact” (ibid.),we see that the

interface is a relational entity that mediates in-between users and algorithms

on different scales. Analyzing the “interface itself” (ibid.) does notmean to an-

alyze a thing-like entity. Rather, it means to investigate how interfaces consti-

tute a variety of connections and tensions that emerge between human users

and the operativity ofML algorithms.Tomake thismore concrete, I will briefly

outline two examples of popularmedia apps that partly rely onAI.Mygoal here

is not to investigate these examples in all their detail. I simply aim to illustrate

some of the questions and potential points of inquiry that a critical interface

studies perspective would follow here.
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3. Example A: Curating social media feeds

The first example belongs to the broader field of content selection and recom-

mender-systems. Socialmedia feeds appear as the dominant organizing prin-

ciple of current platform cultures, which network a high number of potential

‘prosumers’ andmanage large amounts of audiovisualmedia content and user

interaction (cf.Kohout 2018; Schulz/Matzner 2020). Feeds of platforms like In-

stagram, Facebook, Twitter or TikTok promise to filter content in an individu-

alized and ‘intelligently’ curated way for each user of the platform. As it is ad-

vertised on the Instagramwebsite, the formulated goal of the feed lies in defin-

ing what is relevant for each user and what is not.The goal is “[to predict] the

most relevant media for each person every time they scroll the Explore page”

(Medvedev et al. 2019). The Instagram Explore feed shows users an algorith-

mically curated selection of posts ranked with the help of artificial neural net-

works.10 In a post on the Facebook AI blog, Ivan Medvedev, Haotian Wu and

Taylor Gordon (2019) describe it as an “AI system based on a highly efficient

3-part ranking funnel that extracts 65 billion features and makes 90 million

model predictions every second.” Similar to other commercial content rank-

ing algorithms, the criteria for the algorithmic composition of the Instagram

feed are not fully transparent and therefore subject to speculation (Leaver et

al. 2020: 8–38). By reviewing developer statements that often seem to follow a

policy of strategic vagueness, it is only possible to reconstruct certain core cat-

egories of AI-enhanced algorithmic curation like “interest”, “recency” or “rela-

tionship” in the case of the InstagramExplore feed (ibid.). In addition to an in-

terest factor, according to which a certain usermight be interested in a certain

content, the timeliness of the content also plays a role. Further, the previous

interaction behavior of each user is taken into account and, for example, posts

from accounts that are followed or with which interaction (e.g., through likes,

saves or comments) has already taken place, are prioritized. Secondary factors

such as the frequency with which users access their accounts and feeds, their

network (which accounts they follow), or their average time spent on the plat-

formor individual posts are also included as selection criteria.Thismeans that

users are continuously contributing to the real-time composition of their In-

stagram Home and Explore feeds with their interaction behavior, even if they

are not aware of it. Even if we are “absentmindedly scrolling through nothing”

(Lupinacci 2021), just skipping through our feeds,we generate analyzable user

10 For a more detailed discussion of the various Instagram feeds see Wirth 2021.
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data. The goal of the platform is to keep users engaged for as long as possi-

ble and the user interface is designed to achieve this goal in the most targeted

way, generating what Alexandra Anikina (2021) has called the “affective scroll”

(128f.) with regard to TikTok. In addition to this often involuntary and implicit

workon the feed, the Instagramplatformencourages its users to actively shape

their feeds and provides specific control tools through the user interface: Cer-

tain accounts can bemarked as favorites so that posts from these accounts are

ranked higher in the home feed and displayed more often. Through so-called

“Not interested” flags, users can actively hide certain content or participate in

Instagram’s “Sensitive Content Control” by masking posts that do not exactly

violate the community guidelines but can still be perceived as offensive.

By considering the many factors that are part of the curatorial ‘force’ that

constitutes social media feeds, it becomes evident that we are dealing with a

complex curatorial assemblage of distributed agency where the algorithmic

capture, evaluation and individually tailored selection and ranking of content

is linked to the affordances and design strategies of user interfaces as well as

the practices of users, who “becomemore aware of how algorithmsmicro-tar-

get them as audiences by surveilling their consumptive practices” (Jones 2023:

2). Machine learning technologies are one part of this ‘messy assemblage’.

Therefore, in media environments like social media platforms, ‘intelligent’

curation can also be understood as an “emergent and distributive capacity of

hybrid human-machine networks” (Mühlhoff 2019: 64). Curatorial agency here

is distributed and relational in the sense that all curatorial decisions affect the

whole assemblage. However, we are not dealing with a flat hierarchy in which

the individual points of the network have similar weightings, but rather with

massive asymmetries of power that often remain opaque for users as well as

researchers.11 The role of the user interface within the curatorial assemblage

that constitutes the Instagram feed can be described as follows: The user

interface acts as a ‘boundary condition’,12 a threshold between user practices,

processes of data extraction, their algorithmic (partly ML-based) evaluation

11 For a conception of the computer interface as an apparatus of power see e.g. Dis-

telmeyer 2017: 29f.; Distelmeyer 2021: 65ff.

12 Referring to the notion of interface in 19th century physics (specifically fluid dynamics)

Hookway (2014: 66) describes the interface as “a boundary condition that both sep-

arates and holds contiguous as one body those parts whose mutual activity, exerted

from each part onto the other, is directed into and channeled across that boundary

condition in such a way as to produce a fluidity of behavior.”
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and the aesthetic mode of presentation that dynamically and constantly de-

cides what becomes visible and what remains hidden.The feed interface is an

ephemeral interface where the mode of ‘passing-through’ is enacted on mul-

tiple layers between dataflow and visualization: it is the result of a complex

assemblage of human and non-human actors and simultaneously creates new

affordances of interaction for human users that are ultimately feeding the

dynamics and the future extractive potential of the assemblage. The design

elements of user interfaces (like interface gestures, layout, icons, digital-

material metaphors13, etc.) need to be considered in their role of affording

user interactions and thereby creating habits and embodied relations to/with

the algorithmic agents of the assemblage (Anikina 2021: 129f.).

Consequently, the user interface integrates algorithmic (AI-based) classi-

fication decisions into everyday practice by presenting algorithmic processes

as ‘intelligible’ and operable for human users. But at the same time, the visible

feed as an interface obfuscates algorithmic decisions and data practices of the

‘black box’. Thus, interfaces can be understood both as enablers and obfusca-

tors of AI at the same time.

4. Example B: Editing images with AI-based photo apps14

The second example is located in the field of AI-based image generation and

image editing. In this case, not the extractive, but rather the generative po-

tential of AI-technologies and its impact on popular media culture is what I

would like to focus on. Popular image editing software has made the rapid

modification of digital images an everyday standard and a new impetus is cur-

rently coming frompopular applications that offer AI-based editing functions.

Their user interfaces provide editing options to everyday users that were pre-

viously only accessible to experts, e.g., photographers, literate in image edit-

ing programs like Adobe Photoshop. A popular example for this trend is the

app FaceApp. Released in 2017 by Russian startupWireless Lab (later renamed

FaceApp Technology Limited), the image and video editing app allows users to

perform a range of elaborate photo and video edits, such as aging or rejuve-

nating faces, morphing two faces together, adding complex facial expressions

13 For an elaborated theory of “digital-material metaphors” see Boomen 2014.

14 The following paragraph is a condensed version of Wirth 2023.
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such as smiles, or applying the controversial “gender swap” feature. In journal-

istic reviews, FaceApp’s features were mainly celebrated for their supposedly

realistic results (e.g. Pickell 2019). FaceApp explicitly presents itself as an AI

application that offers AI-based image editing functions to everyday users and

is designed to deliver fast, but high-quality results: as the developer website

advertises: “Nomore hours spent on photoshop” (FaceApp n.d.).

The user interface of FaceApp suggests similar functionality to popular

photo filters or filter presets by making editing available quickly and easily

at the tap of a finger. But in contrast to this user experience, FaceApp fea-

tures apply deep AI-based modifications to the photographic source image.

Therefore, the term filter no longer seems appropriate here (Bergermann

2019: 56). As Yaroslav Goncharov, founder and CEO of FaceApp Technology

Limited, told TechCrunch in 2017, FaceApp uses “deep generative convolutional

neural networks” (Lomas 2017) to process users’ selfies. When applying the

FaceApp image processing functions, the CNN transfers specific features to

the respective portrait image or selfie, that has previously been extracted

from the training data set. The applied image recognition methods enable

an exact application of the automated feature modifications, which in the

result achieve the alreadymentioned photo-realistic effects.Thisway, FaceApp

manages to retain certain individuality markers of the respective face, even

though the image is otherwise fundamentally changed (Chakraborty 2020).

For users, this creates the illusion of an aged or rejuvenated version of their

personal faces.

Like recommender systems, FaceApp participates in the general promise

of AI technologies to make things predictable (Sudmann 2018: 193). FaceApp’s

so-called ‘aging-feature’ can be read as a popularized condensation of this

prognostic promise. Prognostics forms a central element of ANNs, since it is

always amatter of predicting an outcome for a newly inserted value – one that

is not already part of the training dataset. In the formof predictive analysis, AI

technologies currently present themselves in many areas of professional and

private life as a future medium or medium of the future, in that they present

the future as a computational and techno-economic regime (Ernst/Schröter

2020: 89). At the same time, the prediction of the future is characterized by

an immanent reference to the past, as Matteo Pasquinelli and Vladan Joler

(2021) have pointed out: “Machine learning prediction is used to project future

trends and behaviours according to past ones, that is to complete a piece of

information knowing only a portion of it.” (1273).
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The prognostic promise of AI, however, can only be delivered through

interfaces that make AI-based prognosis accessible for the human sensorium.

Once more, the interface’s function as a translator of AI comes into play. In

the case of my example, the app’s user interface makes ML-based methods

of prediction accessible for everyday practices. By providing ready-at-hand

functions and reducing complexity, FaceApp’s user interface (like many other

AI-based photo editing tools) allows to implement AI-based object recognition

andphoto editing into established cultural techniques andphoto practices and

therefore works towards a domestication of AI. In the field of visual culture,

the nowubiquitous availability of AI-based functionality,mediated by popular

user interfaces, intervenes as a fundamental rupture in cultural production

processes.15

The popular app interface thereby offers a subject position from which

it is possible to perform expert-operations without expert-knowledge. As

Christoph Ernst (2017) points out with reference to Donald Norman, interac-

tion design and user interface design generate conceptualmodels that contain

“ideas about possible operations of the system and about possible actionswith

the system” (100). The user interface of FaceApp and the marketing discourse

surrounding it significantly shapes the imaginary of what ‘AI can do’. In the

case of commercial AI-supported apps like FaceApp, the subject position of-

fered by the user interface is intrinsically linked to processes of objectification,

namely to the datafication of users, their images and interaction behavior.16

5. From popular apps to AI in the sciences: Why interfaces matter

Using two examples from popular media culture, I have tried to demonstrate

how even a brief look at the role of interfaces connected to AI technologies

reveals critical functions that these interfaces fulfill when integrated into ev-

eryday practices.They can serve to translate the operativity ofmachine learning

techniques and make their potentials – such as their potential for prognosis

15 For a comprehensive description of the relationship between AI and cultural produc-

tion see Manovich 2019.

16 By offering a broader perspective on popular interface cultures Søren Pold und Chris-

tian Andersen (2014: 31) have described the intertwining of “intimate interface[s]” and

extremely regulatory mechanisms that turn personal data into currencies as a typical

feature of the current “controlled consumption culture”.



Sabine Wirth: Interfaces of AI 227

and prediction or image generation – ‘ready-to-hand’ for non-expert users,

while at the same time obfuscating themechanisms of AI-based algorithms and

related practices of data extractivism. Furthermore, user interfaces integrate

the operativity of AI systems into cultural practices and play an important

part in forming “human-machine assemblage[s]” (Mackenzie 2017: 216) of dis-

tributed agency.The evolving perspective of critical interface studies can help

us highlight such functions and investigate them – both through a historical

and contemporary lens – as parts of complex media entanglements. Overall,

a critical interface perspective poses the question of the ‘usability’ of AI and

investigates the user interface as a designed entity with its own agency and

affordances.

The question of the interface draws attention to the often-hidden transi-

tions betweenpopularmedia culture and scientific practice.AdrianMackenzie

(2017: 190) describes the ‘entangled evolving’ of machine learning techniques

and popular media (like social media platforms and search engines) which

are mutually dependent in their development. Popular applications and easy-

to-use interfaces first generate the structured data sets that AI systems need

to improve their functionality, and, on the other hand, popular applications

would not achieve their (mostly) flawless functionality withoutmachine learn-

ing techniques.17The study of interfaces of commercial, (partly) AI-based apps

shows that these primarily act as thresholds for monetizable data practices.

This setting may be fundamentally different in the science context, but here,

too, dependencies on large corporations, that e.g. generate training data sets

for AI systems or provide functional AI units as service packages, can be found.

So ultimately, research that wants to critically reflect on the application of AI

tools in science must also critically address these dependencies.18

Themore pressing question for research on AI in science, however, might

be how interfaces are involved in the production of knowledge. In the near fu-

ture, interface design will most likely play a significant role as a scientific re-

search tool. As Johanna Drucker (2014: 139–146) points out from a historical

perspective, data-heavy projects (e.g. research projects in the field of digital

17 Rainer Mühlhoff (2019) uses the example of the company reCAPTCHA to show how

popular interfaces are specifically constructed and used to obtain high-quality, i.e. hu-

man-validated, data sets/classifiers for training AI systems.

18 As Alexander Galloway (2012: 110) stresses: “doing capitalist work and doing intellec-

tual work – of any variety, bourgeois or progressive – aremore aligned today than they

have ever been.”
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humanities) need dynamic interfaces that leave behind the limitations of clas-

sical informationgraphics. Informationvisualizers are increasingly concerned

with the question of how large databases and digital collections can be visual-

ized in dynamic and customized ways (for researchers or public audiences),

and what kind of access and exploratory potential interfaces should provide

in this process (e.g. Dörk et al. 2020). Interestingly, the field of human-com-

puter interaction is currently debating not only what interfaces for AI appli-

cations should look like, but also to what extent machine learning approaches

can contribute to the development of ‘intelligent’ interfaces (e.g. Martelaro/Ju

2018; Ferraro/Giacalone 2022; Keselj 2022).Therefore, an examination of inter-

facedesign conventionsand thehistoryofhuman-computer interaction seems

indispensable for an understanding of ‘AI in use’.

While Drucker (2014) raises the question “What kind of interface exists

after the screen goes away?” (195) for the future development of interface

design, Sybille Krämer points out that even machine learning remains tied to

the screen in some way. According to Krämer, epistemological processes in

which AI systems are fundamentally involved, are, like diagrammatological

writing practices, ultimately still bound to aisthesis and thus to a surface such

as the screen on which something is made perceivable (Krämer 2022: 149).

This raises the question of the extent to which interfaces, as part of epistemic

processes that introduce a certain agency into knowledge production within

AI-supported research activities, should be studied as carefully and rigorously

as other forms of scientific images and imaging techniques.
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Media and the transformative potential of AI

in the scientific field

Theses on the media conditions of knowledge production

in the era of learning algorithms

Andreas Sudmann, Jens Schröter

The investigation of the epistemic-technical and infrastructural role of media

for artificial intelligence (AI) is still a comparatively young field of research, at

least if we think primarily –aswe are currently accustomed to do –ofmachine

learning (ML) approaches and artificial neural networks especially (ANN).

It has already become common knowledge that equating AI with ML or

ANN is problematic for several reasons, but this does not change the fact that

the concepts are de facto usedmore or less synonymously. In a similar way,we

can note that the traditional criticism of AI (e.g., there is no such thing as arti-

ficial intelligence, corresponding techniques or systems are neither intelligent

nor artificial) has not led to a terminological reorientation either. In computer

science, for example, one typically speaks of individual models such as con-

volutional neural networks (CNN) or large language models (LLM), of statis-

tics, or ofML rather than of AI, perhaps because technical details aremore im-

portant in this academic field than in other contexts. And yet, it remains to be

stated that even in computer science many researchers and engineers appar-

ently cannot or do notwant to abandon the term.Hence, it isworth askingwhy

it is so persistent. In our opinion, an explanation for this cannot be limited to

the fact that we are confronted with a consolidated concept and that the nor-

mative power of the factual takes effect here. Rather, the continued use of the

term also points to its ideological function, especially in a scientific context. AI

is not only aprosperingfieldof research,but also a culturally impartedpromise

of howhumans can growbeyond themselves through the development and ap-

plication of technologies. It is hard to escape the phantasmatic charge of AI, in

viewof a historically unprecedented situation inwhich the gapbetween its cul-
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tural imaginaries and its empirical development in the ‘real world’ has notice-

ably narrowed (Ernst/Schröter/Sudmann 2019: 18). Analogously, it is not sur-

prising that the perception and thematization of AI research often seems to be

dominatedbya rhetoric of outdoing (Humm/Buxmann/Schmidt2022;Stöcker

2020), while specifically computer science, due to its core responsibility for

the development of AI, can meanwhile, depending on the situation, afford it-

self the luxury of warning against exaggerated expectations of this technol-

ogy (e.g., Bengio 2022). Nevertheless, it remains to be noted that the concept

of AI cannot be reduced to merely serving as an ideology, if one just thinks of

the epistemic-technical orientation of computers in comparison to that of hu-

mans, for example (Turing 2004 [1948]: 420–422; Rosenblatt 1961: viif., 28). In

addition, perhaps the term ‘AI’ persists so tenaciously because it conveniently

offers itself for (critical) reflection, regardless of the state of history.

This position paper discusses some fundamental considerations related to

the role of media in practices andmethods of the application of AI in different

fields of academic research and their potential transformation, with individ-

ual (hypo)theses as starting points. This particular approach was chosen due

to the specific conditions of our research project. On the one hand, we have to

emphasize that, at the time of writing, much of our empirical and historical

research still lies ahead of us, which is why the concepts and theses presented

here are explorative or tentative. On the other hand, approaching the prob-

lems via (tentative) theses also represents an attempt to come to terms with

the assumed complexity of the subject matter as well as with the speed of its

transformations (just think about how fast, for example,GPT-4 followedGPT-3

and GPT-3.5). Some of the following observations and reflections have already

been introduced elsewhere. If this is the case, it is indicated accordingly.

In the contextof ourproject, the termmedia refersprimarily toall technical

entities whose function is to perceive, store, process, transmit and present in-

formation.1 Such a working definitionmay seem relatively broad, but it seems

1 This conceptualization represents a significant extension of Kittler’s concept of me-

dia technology when he defines it as “transmission, storage, processing of informa-

tion” (Kittler 1993: 8). Unlike Kittler, we fundamentally understandmedia as socio-tech-

nical entities. The labeling of media in our understanding as “infrastructural media”

seems useful to us, even though only in a certain sense, if the term is understood rather

openly, with a sensibility to the non-fixed status quo of respective entities that con-

stitute and configure an infrastructure. The term “infrastructural media” specifically

refers to the systematic and rule-based stabilization and connectivity of media as part

of complex chains of operations consisting of people, things and practices (Sudmann
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necessary for us in order to capture the heterogeneous spectrum of the infras-

tructural role of media for the application of AI in different academic fields.

Although the use of AI-based methods already seems to be so normalized

that it has evenbecomeacasual standard reference indiscussions related to the

nexus of digital technologies in the sciences (as, for example, inMößner/Erlach

2022),we argue for addressing the question of ‘howAI changes the sciences’ as

an issue in its own right.

Thesis I

Machine learning presupposes and implies that machines learn with and based on me-

dia.Consequently,mediaalso impose their conditionsonmachine learningpracticesand

applications in different disciplines.

Theepistemological and cross-disciplinary relevance of a thesis can be gauged,

among other things, by the extent to which it can be countered by an equally

important counter-thesis.Against this background, the thesismentioned here

might seem relatively trivial, at least if one proposes a rather broad concept

of infrastructural media (as we do and have already briefly sketched). Never-

theless, in relation to the development and application of AI in the scientific

field (or elsewhere and beyond), a media obliviousness can be observed that

obstructs a thorough epistemological reflection on technologies and their im-

plementations.The indicator of suchmedia obliviousness is notmerely the ex-

plicit absence of the term ‘media’ itself, but rather the fact that the general AI

discourse lacks a way of thinking about technology that really acknowledges

the role of media in its developments and application and that also under-

stands the epistemic influence of media in the reflection on technology. Pre-

cisely because thedependenceonmedia canbeasserted for everypractice, thus

also for the application of technology, it is even more important to shed light

on this dependence in its specificmanifestations and different contexts of ap-

plication, here in relation to the scientific uses of AI. The latter also includes

questioning thenexus aswell as the interdependence of differentmedia forms.

In recent years, the inscription of media in machine learning has already

been the subject of some studies, also including first attempts for a media-

2021: 281f.; for a slightly different account of infrastructural media, see Schüttpelz

2017).
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historical perspective (cf. Sudmann 2017; Engemann/Sudmann 2018; Ernst/

Schröter/Sudmann2019; Tuschling2022).Ashasbeenshown in these contexts,

the infrastructural relevanceofmedia canbediscussed for entities asdiverseas

learning data, sensors, software, hardware, platforms, frameworks and many

more. The epistemological potential of ANN is particularly evident in the in-

formation processing of inherently fuzzymedia such as images and language.

The epistemic-technical potential of current AI technology is, of course,

especially visible in the field of sequential and generative models. Among

other things, the significance of time-based media becomes especially ap-

parent here. This temporal aspect also became evident, when the German-

Canadian company TwentyBN back in 2017 trained an ANN to recognize

gestures and actions using video data and approaches of transfer learning

(Sudmann 2017). Sequence and generative models are, however, also media

of self-reflection and because of this capability also interesting from a media

studies perspective.

Indeed, as ChatGPT and other systems demonstrate, communication be-

tween humans andmachines is rapidly evolving and becoming one of the cen-

tral scenes of the technical performance of AI systems.

Despite existing shortcomings, large language models or sequence mod-

els can be seen as another ‘game changer’ in the development of advanced AI

systems.Already the current level of their performance suggests that the inter-

vention of AI in all sciences will proceed faster and more profoundly than the

skeptical view would have suggested only a few years ago. However, the grow-

ing importance of AI and the hypothesis of its fundamental intervention also

raises the question of ‘which aspects of scientific practices andmethodswill be

unaffected or hardly changed by AI’.

Especially in this respect, it seems important to us to combine media ar-

chaeological approaches for the analysis of algorithmic conditions of informa-

tion (e.g., Ernst 2021) with media praxeological approaches, especially media

ethnography, in order tonot explain technology exclusively in technicist terms.

Themediaperspective proposedheredoesnot only concern the socio-technical

conditions of AI infrastructures in and of themselves, but equally affects ques-

tions about the historical epistemology of AI, as well as the genesis of different

forms andmodels of knowledge.

The fact that ANNs are also called artificial because they are loosely based

on the neuroinformatic model of brains (both human and animal) is now

widely known and regularly pops up in current debates on the technical per-

formance of AI systems. This might serve to deflate exaggerated ideas and
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expectations of an artificial general intelligence for which humans continue

to be the model, even when AIs in the form of ANNs have been optimizing

each other for a while,without humans as amodel (even if at present the latter

is only in its initial stages, e.g., AlphaGo’s successor systems, cf. Silver et al.

2017).

Whether today’s AIs embody, among other things, a form of ‘alien intel-

ligence’ and/or if they are still a form of intelligence closely related to what is

characterized ashuman intelligence, canperhapsnot bedecidedat all, because

corresponding assignments are not only worthy of criticism in each case, but

they also cannot be reduced to mutually exclusive alternatives.

The claim that AI has to be ‘human-centered’ challenges us to critically re-

flect on its anthropocentric logic as well as on its ideological implications. Of

course, there are obvious reasons why especially the AI industry or many sci-

entists stress thehuman-centeredness of their applications.Apparently,one of

the strongest potential or at least imagined threats of AI is that humansmight

get out of the loop andmight lose control over the technology (just think of the

current call to pause the development of big AI systems more powerful than

GPT-4,Future of Life Institute 2023) – that is,of course,a fear that is older than

AI and was historically connected to many technologies (especially regarding

the question if automation brought about by technology threatens work).

The relation to corresponding dystopian representations in popular me-

dia doesn’t need detailed explanation here. However, this is precisely why it is

important to include the popular techno-imaginations of the culture industry

(or media culture, whoever prefers the term) when trying to understand what

matters in the development of technology (see thesis VIII below).

Thesis II

The investigation of machine learning methods in the scientific field requires a detailed

analysis of the different levels, contexts and the specific functions ofmedia in the creation

and formation of AI technologies and their methodological use in research. From a me-

dia studies perspective, a distinctionmust also bemade between applications that use AI

technologies primarily or exclusively for scientificpurposes and those forwhich this is not

the case, since the respective scientific use there is only optional.

Which infrastructural types of media are relevant to the application of AI in

general andwhichareonly relevant to a specificfieldorproblemwithin a single
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discipline?Finally,which typesofAI-relatedmediaare crucial forwhichphases

of the research process (e.g., collection or analysis of data)?

Answering these questions seems essential to adequately assess the inter-

and transdisciplinary potential of AI’s media. Some problems with the differ-

entiations proposed here are obvious: For AI research, the specific domain ref-

erence may sometimes be secondary to what the model is capable of doing in

general, i.e., in other domains aswell; in other cases, the dependence and focus

on a single domain is crucial (and intended as such).

Historically, the expert systems of the 1970s and 1980s, for example, were

more or less limited to a particular domain area. At that time, AI systemswere

not related to a more or less universal knowledge, but strove for selective or

specialized knowledge representation. Thus, they stand in sharp contrast to

current LLMs, since thosemodels have auniversal orientation and competence

not only in knowledge representation, but also regarding the fact that they can

generate output beyond the central function of knowledge representation, in-

sofar as they are able to generate unexpected results such as creating poems,

writing computer programs, solving riddles etc.

Nevertheless, sequence or generative models like ChatGPT are the condi-

tions of possibility for the expert systems of the 21st century. At present, ev-

erything seems to boil down to the fine-tuning of the large sequence models

(e.g., Lewkowycz et al. 2022).Put simply, youhave systems likeChatGPTwhich

can handle general tasks like creating texts regardless of a specific domain, but

when it comes to very specializedareasof knowledge, theyhave trouble coming

up with correct or good results.This is where the fine-tuning comes into play.

One uses the pre-trained models as a starting point to train them in a second

step fora specialized taskand/or specializeddata in the respectivedomainarea

and thus usually has more appropriate results.

In this respect, the relevance of big data is given at various scaling levels of

knowledge domains.Contrary to the name, the epistemic relevance of big data

does not only result from the amount of data, but from its diversity and ideally

also from a qualitative evaluation of this heterogeneity (Kitchin 2014).

Whether it is translation tools, search engines, or dialogue systems based

on LLMs – how does epistemologically interested research deal with the fact

that the function and use of such systems are not limited to scientific pur-

poses and that they still inevitably inscribe themselves in the practices of sci-

entific thought and knowledge production? It is obvious that the above exam-

ples alone point to a specific form of AI-based knowledge production as well

as mediation and need to be critically evaluated accordingly. ChatGPT is more
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than a search engine and yet the system is also, among other tasks, used for

this very purpose. Unlike a search engine, however, ChatGPT does not simply

generate knowledge depending on appropriate queries; rather, it also provides

information about the conditions of knowledge production, including, for ex-

ample, statements about its limitations and regulations.Moreover, the system

is potentially capable of understanding the references of successive queries, of

responding to queries, etc.

In this respect, ChatGPT can to some extent also be understood as an ap-

plication example of Explainable AI. Nevertheless, it is obvious that not only

the form of Explainable AI systems – specifically the design of corresponding

algorithmic functions – but also themedia of their emergence and infrastruc-

tural situatedness are quite different in generalistic AI systems like ChatGPT

in comparison to more domain-specific systems.

Currently, we can already observe that the differentiation of AI-based

epistemic media is increasing. Instead of domain-spanning translation tools,

search engines, etc. researchers might increasingly and appropriately use

domain-specific applications. These processes potentially have important

implications for media policy, which, as the following thesis suggests, are also

already becoming apparent.

Thesis III

Research on the research of AI, not only as amedia studies enterprise but also as an inter-

disciplinary project, is confronted with two overlapping challenges:The first one is deal-

ing with the scope and speed in the development of what can be considered rather uni-

versal technologies in AI like CNN or LLM, which as such are relevant to different fields

of application (in the sciences and beyond) and which typically are developed in fields of

computer science. Another challenge in addition to and entangled with the first one is to

survey and understand the reaction to and adoption of AI in different disciplines and ar-

eas of knowledge, again especially in terms of their scope and speed, but also with regard

to their manifold contexts.

Much of themethodological deployment of AI in the sciences,we suggest, con-

sists of the application of machine learning techniques that can be considered

conventional from a computer science perspective at the time of their appli-

cation in other disciplines. Examples would be, for instance, the fundamental

importanceofhowbackpropagation isused formany scientificdeploymentsof
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ANNs, as well as more specifically, of CNNs, or, more recently, diffusion mod-

els as well as LLMs (cf. Chowdhery et al. 2022: 7f.; LeCun/Bengio/Hinton 2015;

Schmidhuber 2015). Certainmodels seem to have established themselves at an

increasing rate in recent years (again, think of LLMs), at the same time their

validity as ‘state of the art’ is obviously very limited, if one takes into account

the rather short relevance of generative adversarial networks (GANs).

From a meta-theoretical research perspective, just paying attention to

these rather universal AI models in computer science is in itself already a

very difficult task. Additionally, the complexity of the requirements for un-

derstanding corresponding developments increases when they are examined

in relation to a specific domain area and placed in relation to its dynamics.

Furthermore, the focus on the adaptation of AI technologies leads to more

specific challenges, for example, being able to distinguish whether an existing

AI technology is primarily being simply applied in a specific field or whether

it has also been substantially developed further within the context of the

application.

Such dynamics are, of course, a general characteristic of scientific and

technological development. Nevertheless, the temporal aspects mentioned

here seem to be particularly extremewith respect to current AI advancements.

The peculiarity of AI here consists above all in the fact that AI is to be under-

stood not only as an object of the temporal logic of technology development,

but potentially, if not solely, as its ‘subject’. The mediality and media depen-

dency of AI must accordingly take these temporal dimensions into account

(for some general considerations on the temporal aspects of ANN-based AI,

cf. Sudmann 2021).

Thesis IV

Theoutstanding epistemic-technical potential of ANN for the scientific field has (always)

mainly been to address and copewith different forms of fuzziness and uncertainty,which

includes, e.g., missing information. Accordingly, it is important to explore in more de-

tail howmedia as input are associated with challenges and problems of uncertainty and

fuzziness or generate them in the first place, but also how they contribute to reducing or

avoiding uncertainty and fuzziness.

A provocative response to our research group’s question about how AI is

changing the sciences might be that the central answer is a foregone conclu-
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sion that more or less amounts to the thesis presented here. The epistemic

potential of AI’s statistical approaches to pattern recognition has been recog-

nized since the 1950s (Sudmann 2018b: 22). But it was only a decade ago when

it became apparent how well ANN are able to handle problems of fuzziness,

uncertainty as well as missing information, as they have always occurred in

diverse sciences: be it the handling of ambivalences in literary texts (e.g.,

Suissa/Elmalech/Zhitomirsky-Geffet 2022), the reconstruction of damaged or

incomplete historical images in the field of art (e.g., Zeng/van der Lubbe/Loog

2019), ambiguities in speech recognition due to noise and other factors (e.g.,

Qian et al. 2016), facing problems like efficient magnetic resonance imaging

in medicine (e.g., Schlemper et al. 2017) or ground water level prediction in

geoscience (e.g., Tao et al. 2022).

Dealing with these problems is strongly tied to processing and training

with large amounts of data. In this respect, one could say, ANNs represent a

new technical-epistemic level of using and exploiting quantities to deal with

qualitative research problems.Moreover,ANNs can also be used on a new scale

to deal with quantitative problems, specifically with regard to arithmetic and

algebra (see e.g., Gérard Biau in conversation with Anna Echterhölter in this

volume).

To what extent the ability to deal with problems of fuzziness signifies an

epistemic rupture can certainly not be ascribed to an unambiguous date from

the outset, but to different historical paths of development as well as specific

genealogies that must be reconstructed historically.

Thesis V

Theepistemicpotential ofANNs –as the (currently) dominant formofAI – is based on the

massive parallelismof informationprocessing.The technology canbe theorized as quasi-

analog or post-digital.

ANNs, as the currently dominant manifestation of AI, are typically negotiated

as digital technology. However, this view is at least partially in need of correc-

tion, as the following arguments underscore:

[First], it must be emphasized that the masses of interconnected neurons,

activated by an input, fire together simultaneously or in parallel, thus ulti-

mately forming a complex emergent system that abolishes the discrete char-
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acter of the elements it consists of (the layers of neurons and their connec-

tion) [...]. This extreme ormassive parallelism of information processing can

indeed count as the essential characteristic of ANN, distinguishing it from

the von Neumann architecture of classical digital computers. Due to the de-

scribed properties, an ANN is therefore a blurred system [in German: “Un-

schärfesystem”] .. whose operations can be described rather as analog than

digital (Sudmann 2018a: 67, own translation).

Secondly, it can be argued that the massive parallelism of neural networks,

as currently effectively unfolded in LLMs and other models, among others, is

characterized by a quasi-analog fine-grainedness in information processing.

[A] single artificial neuron is usually either active or not, so in this respect

it usually functions according to a binary logic, like the switching states of a

digital computer. However, the weighting of activity between neurons, i.e.,

the strength of their connections, is mostly represented by floating point

numbers (positive and negative) in neural networks. And this representa-

tion is so finely grained that the corresponding values can be understood as

quasi-analog. As a medium of information transmission, ANNs thus do not

operate with binary units, such as 0 and 1, but in quasi-analog form (even if

the values are still based on a digital substrate) (ibid.: 66f., own translation).

Fine-grainedness in this context is not reduced to generating certain effects

of quasi-analog representations, for example when a modern display allows

smooth color transitions, and in this way appears analog, i.e., continuous. It is

important to note here that the attribute of quasi-analog concerns the techni-

cal conditions of information processing, not its mere form of representation.

For the time being, the parallelism of neural networks at the lowest level is still

determined by the circuit logic of digital computers. For the performance of

ANNs this dependence is limitingbecause of its inefficiency.SubsymbolicAI in

the formof ANNs is based on similarity relations of fundamentally continuous

quantities, which are currently still digitally approximated. As ironically de-

scribed elsewhere, they’re still ‘abusing’ digital technology until they are even-

tually, with some probability, replaced by analog technology (ibid.: 69).

For this very reason, itmakes sense to negotiate ANNsnotmerely as quasi-

analog information technology, but also to characterize it literally as a post-

digital scenario of the conditions of information and knowledge processing in

the 21st century.
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In media studies, some of the aspects of connectionist AI addressed here

have already been implicitly highlighted by Norbert Bolz in the introduction

to the volume Computer als Medium (in English: “Computer as medium”), pub-

lished 1994:

[The] reorientation of intelligence to simultaneously and parallelly process-

ing nervous systems that statistically process their data at a comparatively

low level of precision parts with the dreamof amathesis universalis that phi-

losophy, from Leibniz to Husserl, dreamed of. For the computer is a plausi-

blemetaphor for themedia spirit [in German: “Mediengeist”] only as long as

thinking means calculating and cognition is understood as calculating with

digital symbols. Algorithms define a logical world through purely syntactic

operations, in which all problems can be solved through serial search rou-

tines. Theworld of emergent AI is quite different. Connectionism is the name

for operating in subsymbolic networks wheremeaning is a function of a sys-

tem state. Accordingly, storage does not occur in single, precisely addressed,

memory locations, but in networks. All regularities in this network are emer-

gent qualities against the background of a chaos of linkages. Thus, in the

subsymbolic network of connectionistmachines, there is an exact correspon-

dence to the noise in the brain, i.e., to the random firing of neurons. (Bolz

1994: 14, own translation)

While Bolz’s reference to the ‘chaos of linkages’may be as techno-epistemically

inaccurate as the comparison to the ‘noise in the brain’, the emphasis on the

‘emergent qualities’ of networks, however, remains crucial in highlighting the

suspension of the principle of digital information technology in connectionist

systems.

Thus, if one seeks to examine the impact of AI technologies on the sciences,

one cannot avoid taking seriously the fundamental algorithmic specificity of

the technology. And thismeans that the question of the transformations of the

sciences by AI is, from a technical-pragmatic point of view, only to a limited

extent a problem of digital technology.Therefore, it might not be sufficient to

describeAI technologies onlywith notions taken from the theory of digitalme-

dia or to insert their histories into the histories of digital media. Other theo-

retical and historical traditions might be important too.The same, by the way,

might be the case in quantumcomputing, inwhich also a partial return to ana-

log forms of information processing can be observed (or described as such, cf.

Schröter/Ernst/Warnke 2022).
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Thesis VI

The diagnosis of an AI revolution is ubiquitous. Given the historical examples for sup-

posed technological or specificallymedia-technological revolutions, such rhetoric should

be treatedwith caution. It is likely that, as in all historical examples, discontinuities and

continuities coexist in complexmanners that cannot be predicted beforehand.

As the last few years of the boom in machine learning have reminded us once

again, it is rarely one event that establishes a caesura; rather, it is a series of

events that establish an order of a before and after, ormark a longer process of

change as such.The rhetoric of ‘revolution’ is,more often thannot, a rhetoric of

AI imaginaries (seeThesis VIII) used in entertainment and advertising, rather

than a useful description of real developments. Nevertheless, sometimes spe-

cific events have a profound relevance for the further development of technol-

ogy (see Sudmann 2018b related to the recent history of ANNs).

Since AI is obviously a technology that processes information, questions of

media history and media historiography apply (cf. Schröter/Schwering 2014).

We want to highlight three aspects:

Continuity and Discontinuity: As in all media history formulations, clear

linear successions and rhetorics of ‘before’ and ‘after’ (‘revolution’) should be

discarded in favor of multifactored and multilayered descriptions – ‘series’

as Foucault (1972: 4, 7f.) put it (cf. Schröter 2014: 13–22). In some series some

things change slower or faster, where in others certain aspects stay the same.

Accelerations and Brakes: Brian Winston (1998: 1–19) has argued that on the

one hand “supervening social necessities” accelerate the development and dis-

tribution of new media, while on the other hand a “law of the suppression of

radical potential” applies, which tames radical changes made possible by new

media technologies (e.g., copyright laws that impede thepotentialities for loss-

less reproduction in digital media).

Retrospective construction: As Glaubitz et al. (2011) have argued, media his-

tory of a certainmedia technology is always triggered at first by a high ‘level of

recognition’. Some technology becomes visible, commercially successful and

perhaps scandalized – and then the process of retro-construction starts. The

research focuses on ‘emergence events’where it all began and also looks for the

lines of development that begin with these events.

All these mechanisms operate in the historical development and historio-

graphical description of AI systems too. Regarding the role of AI in different

scientific disciplines it is to be expected that they may have different weight-
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ings, distributions and forms. To develop amore precise picture in this regard

is one task of our research project.

Thesis VII

Due to their predictive capabilities, it is important to examine approaches of ANN, in a

broader sense, as technologies of speculation. In this respect, however, they also challenge

us to reflect on our own speculative thinking; the critique of AI and its epistemic applica-

tions must therefore also include the ‘meta-theoretical’ reflection.

Even beyond its culture-industrial imagination, AI has always provoked spec-

ulation about its future limits, risks, potentials, and ambivalences. Recent de-

velopments and achievements of ANNs have added a crucial new aspect to this

view especially: Instead of speculating about AI, people have started speculat-

ing with AI. But the semantics of speculation implies uncertainty. One must

recall, at this point, that ANNs have been used for the speculative business of

stock market prediction since the late 1980s and 1990s (cf. Wong/Bodnovich/

Selvi 1995; Vui et al. 2013). However, the risky bet on big business in the stock

market and the uncertainties associated with it are at odds with what is so-

cially desired for the scientific application of ANNs as predictive technologies,

namely to be able to use it to control andmaster the future, especially in highly

sensitive areas such as medicine or climatology (cf. Halpern/Mitchell 2023).

This epistemically almost indispensable claim highlights the need to relate the

critical analysis of predictive systems as a technology of controlling the fu-

ture(s) to the present, taking into account empirical technology development

as well as the realm of imaginaries.

Nevertheless, speculation as a critical practice remains necessarily and es-

sentially related to the future. Critical analysis of current conditions is always

in the service of the premise and claim that the world could (and should) be

different than it currently is. Contemporary AI systems such as ChatGPT can

now themselves be interrogated for utopian imagining of their future as well

as for critiquing society, which is why wemust seriously consider that the po-

litical infrastructures of societies to come will also increasingly depend on the

deployment of learning algorithms. In any case, recent AI and the critical mo-

ment of speculation it mediates should in turn be used to critically reflect on

our own cognitive processes and approaches. The institutions and designs of

the scienceswhich are necessarily related to the future,must, precisely for this
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reason, also offer speculative thinking, as a critical practice of the present, and

not (alone) of the future, as well as an appropriate space to unfold.

Thesis VIII

The analysis of the scientific uses of AI should also include the analysis of their (culture-

industrial) imaginations.

One of the central problems of the scientific engagement with AI is that there

is hardly any group of technologies that is so charged with partly crazy imag-

inations (on the notion of cultural imagination; see its use in Ernst/Schröter/

Sudmann 2019). In particular, popular media, like motion pictures, since the

late 1960s have been full of – often exaggerated – ideas about what AI and (not

always clearly separated from them) robots should be able to do.

These ideas can have both a utopian and (this is the more common case)

dystopian inclination. We cannot and will not go into these ideas and their

various forms in detail here, but several theoretical and methodological de-

mands follow from this for the scientific study of AI: First, one has to ask why

at certain times and contexts certain imaginaries are attached to a technology

like ‘AI’ – to which needs does ‘AI’ respond, which social deficiency and/or

deficiency caused by previous media finds expression in these imaginaries

(on utopias regarding computers in general, cf. Winkler 1997). Secondly, we

can investigate what role such imaginaries have played as ‘Leitbilder’ (Dierkes/

Hoffmann/Marz 1992) or ‘diegetic prototypes’ (Kirby 2010) in the actual devel-

opment of technology. Thirdly, in doing so, we must also historically separate

ideological and simply absurd imaginaries from those that have played a

constructive role, which is only possible through historical retrospection.

The discourse about the role of AI in the sciences is also permeated by such

‘AI’.The ideas ofwhat should be possiblewith AI,which have increased into the

utopian, can be a reason for starting to use AI-basedmethods in the first place.

Manufacturers of such systems do well to quote these utopias in their adver-

tising, for example, in order to increase the attractiveness of their products for

scientific buyers.What do different scientific disciplines, certain research do-

mains or even individual scientists expect from the use of AI? What guiding

principles are associated with it? What is imagined under the term ‘AI’ in the

first place?These arequestions thatmustplay a central role in a researchdesign

on the role of AI in the sciences.
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Thesis IX

The principle of ANN is its universalistic orientation, determined by the phantasmatic

imagination that has always characterized AI technologies: to overcome problems of dif-

ference.

Connectionist AI can be understood as a universal machine sui generis. In-

formation processing with artificial neural networks is Turing-complete, i.e.,

we are dealing with machines that can simulate or program other machines

(Siegelmann/Sontag 1992: 440f.).They share theuniversalistic principle that al-

ready characterizes the digital computer according to the serial VonNeumann

architecture: to be able to scan and simulate all individual media as well as to

process a certain input independent of its specificmeaning and socio-cultural

codes, and so on.This universalist feature, however, characterizes not only the

epistemic conditions of technology, but also its telos.

In practice, especially in scientific applications, the specificity of the learn-

ingmaterial is of course immensely important, for example with regard to in-

scriptions of discriminating biases.

Part of the practical perspective is to note that by no means all those who

are driving the development ofmachine learning are pursuing the goal of AGI.

Yann LeCun and many other experts constantly emphasize how far current

technology development still falls short of the status quo of whatever is con-

sidered to be ‘human intelligence’ (cf. LeCun 2022; Shanahan 2023). And yet,

leading companies and scientists are more or less explicitly committed to the

goal of AGI (cf. Altman 2023). This goal is not simply identical to simulating

human intelligence, but consists first and foremost of developing an AI system

that, similar to humans,

I. can cope with a heterogenous range of problems and tasks, and

II. generally speaking, has to fulfill as few preconditions as possible, e.g.,

avoids having to learn the solution of a problem in a time-consuming way,

amongst other things by accessing a lot of data or by specific procedures

of processing these data.

Already at the end of the 1980s, Seymour Papert criticized that both symbolic-

ruledandconnectionistAI are “engaged in a search formechanismswith auni-

versal application” (Papert 1988: 2). Papert’s critique is perhaps more relevant
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than ever today, given the supposed universalistic capabilities of technologies

like LLMs.

Nevertheless, we might be able to better deal with problems of difference,

but they persist, especially with regard to AImodels that seek or seem to over-

come them (like the concept of a universal language translator). A very impor-

tant aspect in this respect is the inevitability of algorithmic biases for every

learning model. In current discussions of algorithmic discrimination, it is of-

ten forgotten that every learning for a certain task (like learning languages) in-

evitably produces ‘costs’, and hence any machine learning process that claims

to be universal (i.e., is capable of dealingwith all challenges of difference)must

necessarily remain phantasmatic, which is also true, in a very fundamental

way, for the relationship between humans and machines (cf. Ernst/Schröter/

Sudmann 2019).
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Putting the AI into social science

How artificial intelligence tools are changing

and challenging research in the social sciences

Johannes Breuer

1. Introduction

The recent rapid announcements, developments and releases in the realm of

artificial intelligence (AI), especiallywithin the domain of large languagemod-

els (LLMs), have not only received a lot of public attention, but also sparked a

surge of discussion, research andother activities among the scientific commu-

nity, including the social sciences. Similar to other digital technologies, such

as the internet (cp. Breuer 2022), AI hasmultiple relationships with science. It

is a) an outcome or product of scientific research, b) an object of study across

many different disciplines, and c) a powerful tool that affects how research is

done. This chapter focuses on the third function and discusses how AI tools

have been changing how social science research is conducted and what the fu-

ture may hold in this regard. The discussion within this chapter will address

both the potentials as well as the challenges and risks associated with the use

of AI (and tools based thereon) in the social sciences.

Notably, AI can have – and already, in many cases, has – an impact on

all elements of social science research. There are different ways in which the

(typical) research process in the social sciences (and similar disciplines) can be

structured. Common phases can, e.g., be structured as follows: 1) idea genera-

tion (e.g., formulation of research questions or hypotheses), 2) discovery (e.g.,

searching for and exploring existing literature, data, analysis methods, etc.),

3) study design and planning (e.g., deciding what methodology and sample

to use), 4) data collection (e.g., via surveys, interviews, web scraping), 5) data

processing (e.g., cleaning the data, getting it ready for analysis), 6) data anal-
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ysis, 7) interpreting results, 8) reporting, publishing, and sharing.1 Of course,

in practice, these phases are often overlapping or not clearly distinguishable

and do not necessarily occur in this order (and there may also be recursions).

For example, in the case of an exploratory study, researchers might discover

something in the data analysis phase that leads them to collect additional data,

come up with new research questions, or reconsider their analysis methods.

While AI can affect all of these phases, the degree to which this is the case and

the ways in which this influence manifests itself differ between the individual

steps. After clarifying a few important preliminaries that need to be kept in

mind when dealing with the use AI in the social sciences at this time, this

chapter will discuss how AI and AI-based tools have been or can be used in the

various phases of social science research and the promises and potentials as

well as the pitfalls and perils associated with these practices.

2. Preliminaries

Before discussing the practices, potentials, promises, pitfalls and perils of the

use of AI in the social sciences, it is necessary to lay out a couple of impor-

tant preliminaries. The first one relates to the terminology used in this chap-

ter. Similar to the term big data, artificial intelligence has different definitions

and, hence, can be a somewhat fuzzy concept. Oftentimes, AI is used inter-

changeably with machine learning (ML), or at least the distinction becomes

blurry. However, as Kühl et al. 2022 point out: “‘ML’ and ‘AI’ are not terms that

should be used interchangeably (…) ML is an important driver of AI, and the

majority of modern AI cases will utilize ML. However, (…) there can be cases

of AI without ML (e.g., based on rules or formulas)” (2241). Another important

distinction for this chapter as well as the collected volumewhich it is part of, is

theonebetween symbolic and subsymbolicAI.According to IlkouandKoutraki

(2020), the key differences between these two types of AI are the following: “(1)

symbolic approaches produce logical conclusions, whereas sub-symbolic ap-

proaches provide associative results. (2) The human intervention is common

in the symbolic methods, while the sub-symbolic learn and adapt to the given

data. (3)The symbolicmethods performbestwhendealingwith relatively small

and precise data, while the sub-symbolic ones are able to handle large and

1 Notably, these phases as outlined here are quite generic. Most of them are, hence, also

valid for other empirical disciplines (e.g., from the medical and natural sciences).
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noisy datasets” (1).The currently predominant type of AI –and also the focus of

this book – is subsymbolic AI.2 According to Ilkou and Koutraki (2020), “sub-

symbolic AI includes statistical learning methods, such as Bayesian learning,

deep learning, backpropagation, and genetic algorithms” (2). As these meth-

ods, especially also deep learning, are often discussed as belonging to the area

ofmachine learning, it becomes apparent how terminological ambiguities be-

tween AI andMLmay arise in an applied context. Taking this into account, the

chapter will not discuss to what degree different techniques and tools are best

described as AI or ML or to what degree AI applications can be classified as

symbolic or subsymbolic. What is more important for the present chapter is

that, outside of computer science or other fields involved in the development

of LLMs and other types of AI, the use of or interactionwith AI occurs via tools.

While –under thehood – these tools oftenmakeuse or offer access tomethods

that can be seen as belonging to the area of ML, the tools are often labelled or

described as AI-based.Although thismay not always be (fully) appropriate and

often done (primarily) formarketing reasons, for the purpose of this chapter, if

they are labelled/presented as AI tools, theywill also be discussed as such here.

The application area of AI tools that this chapter focuses on are the so-

cial sciences. Core disciplines in this field include sociology, political science,

or communication science.3 As stated in the introduction, however, many of

the prototypical phases in social-scientific research are also common in other

fields. Likewise, many of the methods and tools discussed in this chapter are

also used there. Regardless of the definition of the category of social sciences,

the focus of this chapter is on empirical research.More specifically,whilemany

of the methods and tools covered in the following can also be used for quali-

2 Ilkou and Koutraki (2020), however, note that in-betweenmethods that combine sym-

bolic and subsymbolic AI have become more common. Among other things, the rise

of the concept of explainable AI has contributed to the resurge of symbolic methods,

which were the dominant approach until the 1980s.

3 There are, of course, also other disciplines that can be classified as social sciences as

well as different ways of classifying disciplines. Besides, there are some disciplines for

which there are different views on whether they can be seen as belonging to the social

sciences, such as psychology or economics. As much of the tasks and topics covered in

this chapter should also be relevant beyond the social sciences, these differences in

the definition of social sciences and the classification of disciplines should not matter.
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tative research, an emphasis will be on quantitative empirical research in the

social sciences.4

Afinal important thing to consider for this chapter is that thefield of artifi-

cial intelligence is currently developing rapidly following the release of power-

ful large language models (LLMs) and their quickly increasing use for all sorts

of applications, including scientific research. Especially since the release of

ChatGPT byOpenAI in November 2022, the development of AI applications has

gained a lot of momentum. While the development and release of LLMs and

tools based thereon had already been quite fast-paced before, this has been

massively sped-up in the first half of 2023, with new models and tools being

released daily. Accordingly, it is almost impossible to keep up with all develop-

ments. Although the timeframes of academic research (especially if it is em-

pirical) are not fully compatible with the speed of current technology devel-

opments, the academic community has been trying to keep up by conducting

timely studies and publishing them in the form of preprints. Notably, these

publications are not peer-reviewed. Still, given their timeliness and relevance,

such preprints will be considered in this chapter. Against this background, it

should be noted that the methods and tools, as well as the scientific publi-

cations investigating their use are likely to become updated and amended or

outdated, invalidated, or even replaced in the near future. Consequently, this

chapter can only provide a snapshot from the time of writing (April to June

2023), and the practices of using AI and AI-based tools and methods as well

as the associated potentials, promises, pitfalls, and perils can be expected to

change substantially over the course of the upcoming months and years. An-

other thing to note is that this chapter is certainly not the only and also not the

first discussion of how AI is changing scientific research. Besides the project

“How is Artificial Intelligence Changing Science? Research in the Era of Learn-

ing Algorithms”, (https://howisaichangingscience.eu/) from which the book,

that this chapter is part of, originated, there are at least two other noteworthy

recent publications in this context.The first one is the preprint “Friend or Foe?

Exploring the Implications of Large Language Models on the Science System”

by Fecher et al. (2023), in which the authors present the results of “a Delphi

4 This is partly due to the background of the author but also because the use of ML and

AI for data collection, processing, and analysis is more common in the quantitative

paradigm. In fact, the use of ML and AI methods is one of the defining criteria of the

rapidly growing field of computational social science (cp. Hox 2017).
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study involving 72 experts specialising in research and AI”, in which the au-

thor of the present chapter also participated. Based on the expert opinions,

the manuscript discusses the applications and (transformative) potential, as

well as limitations, risks and ethical and legal implications of the use of LLMs

in science.The second relevant recent publication is a preprint by Ziems et al.

(2023) entitled “Can Large Language Models Transform Computational Social

Science?”, that presents the results of evaluations of different LLMs for various

typical tasks in computational social science (CSS). The present chapter is es-

sentially situated between these two publications. While, similar to Fecher et

al. (2023), it also addresses the applications of AI (tools), taking into account

their potential as well as limitations and associated risks, it focuses on the so-

cial sciences, specifically on empirical research in thisfieldwhich follows a spe-

cificprocess from ideageneration topublication.Hence, compared to thework

by Ziems et al. (2023), the perspective of this chapter is broader, considering

notonly typicalCSSapplications,suchasautomated text classificationorother

annotation and explanation tasks, but also addressing usage in the context of

traditional data collection methods, such as surveys or experiments as well as

more general practices, e.g., in phases of discovery and data analysis.

3. Practices

Scientific research has always been based on the use of tools. These tools can

either be specifically designed for scientific purposes, such as a microscope or

telescope, or designed for other or more general purposes and used by sci-

entists for their research, such as tweezers or a shovel. This is the same for

AI(-based) tools. Another important distinction from a practical perspective

is whether tools are commercial or free andmaybe even open source.5

Importantly, tools are not neutral.They shape the research process, define

possibilities and boundaries. The concept of Maslow’s hammer describes this

in a pointed manner: “If the only tool you have is a hammer, it is tempting

to treat everything as if it were a nail.” (Maslow 1966: x). Of course, scientists

typically do not just use a single tool, but a combination of different tools (for

different purposes). Especially in the digital realm, these combinations are of-

ten referred to as tool stacks. Ideally, the tools within individual tool stacks are

5 Of course, these characteristics can change over time. E.g., tools that are initially free

to use may eventually require a paid subscription.
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used for one ormultiple specific task(s)with little or no redundancies, compat-

ible, and complement each other. A couple of years ago, the project Innovations

in Scholarly Communication situated at the University of Utrecht distinguished

between traditional,modern, innovative, and experimental tools (cp.Bosman/

Kramer 2015).6 Following this distinction, most of the AI tools mentioned in

the following can be classified as innovative or experimental. In their analy-

sis, Bosman and Kramer (2015) diagnose “an avalanche of tools” and describe

choosing appropriate tools andkeepingupwith thedevelopment of (new) tools

as a challenge for researchers.This issue is even more pronounced in the cur-

rent explosion of the development of AI and its applications, with new tools or

versions thereof being released almost daily.

Generally, tools and tool stacks enable scientists to conduct research in the

first place or at least facilitate the process and make it more efficient. Besides

these potentials, however, tools and tool stacks also bring their own challenges

and limitations.While the use of tool stacks widens the possibilities and space

for research, they also have or create specific boundaries. In addition, the re-

liance on tool stacks creates dependencies. Scientists depend on them for con-

ducting their research and tools may also depend on each other to work prop-

erly within a given tool stack. These dependencies can break if the function-

alities or the availability of tools change. This illustrates that the impact of AI

on research in the social sciences is not limited to the quantitative dimension.

While it does, e.g., facilitate the handling of large(r) amounts of data, by al-

tering the range of possibilities, it also affects the qualitative aspects of social-

scientific research.

As noted before, these changes in the quantitative and qualitative proper-

ties of social science research run through all phases of the research process.

However, the number and type of AI tools that are used and the impact they

have had on research practices so far, differs between each individual phase.

Given the rapid development of AI and AI-based tools, the purpose of this sec-

tion is not to provide a complete list of all tools that have been or can be used

for the different steps in the social science research process. Instead, the aim

of this section is to provide a couple of examples of how AI has been used in

the social sciences to demonstrate its qualitative impact on the tasks typically

6 Regarding the different phases of the research process for which the tools can be used,

the categories by Bosman and Kramer (2015) are similar to the ones suggested in the

present chapter: discovery, analysis, writing, publication, outreach, and assessment.
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undertaken within the different phases.7 In the following, these impacts will

be discussed for each of the eight (proto)typical phases listed above. Impor-

tantly,many of the available AI-basedmethods and tools cannot be exclusively

mapped to one phase. While some methods and tools have been designed for

very specific tasks, others have a broad(er) range of possible applications in the

social sciences.

3.1 Discovery & idea generation

While theymay be separated for analytical purposes, in practice, the phases of

idea generation and discovery are usually intertwined. Formulatingmeaning-

ful research questions and hypotheses requires a certain familiaritywith exist-

ing literature, methods and data.This knowledge is necessary at the latest for

the specification of the research questions and/or hypotheses. A large number

of AI-assisted tools that have come into existence over the last few years target

the discovery phase. Examples include Semantic Scholar (https://www.semant

icscholar.org/), scite (https://scite.ai/),ResearchRabbit (https://www.researchra

bbit.ai/), Consensus (https://consensus.app/), or elicit (https://elicit.org/).8 The

focus of all these tools lies on discovering and exploring relevant literature. All

of them allow to assess (and visualize) relationships between publications (via

citations or similarity) and some offer additional functionalities. For example,

scite can provide information on how often a paper has been supported, con-

tradicted, or just mentioned in a citing publication, Consensus delivers addi-

tional information about journals and publications as well as relevant quota-

7 There are many lists and discussions of AI tools as well as short recommendations and

tutorials on using AI-based tools for scientific research tasks available online. Large

parts of this discourse have been happening on Twitter (although there, e.g., also are

websites and YouTube videos that cover these topics). Two accounts on Twitter that

have produced a large amount of content on this subject are Mushtaq Bilal (https://tw

itter.com/MushtaqBilalPhD) and Ilya Shabanov (https://twitter.com/Artifexx). There

are also thousands of accounts that specialize in covering news on AI developments,

tools, and research in general, many of which have only been created or shifted their

topical focus and started to receive increased attention (and a quickly growing follower

base) fairly recently.

8 Of course, there are many other services and apps for the discovery and exploration of

scientific publications, such as Google Scholar (https://scholar.google.com/), Researcher

(https://www.researcher-app.com/), Inciteful (https://inciteful.xyz/), Litmaps (https://

www.litmaps.com/), or Connected Papers (https://www.connectedpapers.com/). How-

ever, those do not explicitly state or advertise that they employ AI-based methods.
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tions from the latter, and elicit also offers versatile discovery functionalities via

the creationofbespoke tasks.To identify relevant literature froma large corpus

for a systematic literature reviewwith the help of AI/MLmethods, researchers

can also use the free-and-open-source (FOSS) tool ASReview (https://asreview.

nl/).

Once the relevant publications have been identified, the next task is for

the researcher to read them and extract relevant information for their own re-

search.There also areAI-based tools that can assistwith that.Besides the func-

tionalities by Consensus and scite described above, there are services like the ar-

ticle summarizerby scholarcy (https://article-summarizer.scholarcy.com/),Ex-

plainpaper (https://www.explainpaper.com/), or ChatPDF (https://www.chatp

df.com) that can aid with extracting information from scientific publications.

While all of the other tools and services listed before were specifically created

for research purposes, this is not the case for ChatPDF. As the name indicates,

ChatPDF is based onChatGPT byOpenAI, and the latter has also become a pop-

ular multi-purpose tool for research(ers) in the social sciences. Among other

things, researchers have also suggested usingChatGPT for the idea generation

phase (Dowling/Lucey 2023).

3.2 Study design & data collection

There also are several AI-based tools and methods that can be used for the

study design data collection phases. Two of the most widely used data collec-

tion methods in the quantitative social sciences and related fields are surveys

and experiments (which can also be combined in the form of survey experi-

ments; cf.Mutz 2011). Surveys contain a number of questions or items that are

designed to assess certain attributes, attitudes, or behaviors. Researchers of-

tenuse existing items and scales that, ideally,have been validatedbefore.How-

ever, these may not always be available, or existing scales may have to bemod-

ified. (Re-)Formulating, and refining survey items is one of the many possible

uses of LLMs like ChatGPT or GPT-4 by OpenAI and interfaces to those, such

asMicrosoft Bing Chat, in social science research.Through proper prompts, re-

searchers could, e.g., ask LLM-based chatbots to come upwith suggestions for

novel questionnaire items tapping into specific concepts or optimize theword-

ing of existing questions/question drafts.What is helpful in this regard as well

as for all other research-focused uses of general-purpose chatbots like Chat-

GPT is the use of so-called priming,which describes the process of interacting

with the LLM to provide some context and ensure that it understands the tasks
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before prompting it to get the targetedoutput, such as (reformulated) question

items.

Another common task in survey-based research is the translation of exist-

ing items into other languages. This can also be done or supported through

LLMs or with the help of AI-based translation tools, such as DeepL (https://w

ww.deepl.com/translator) orMicrosoft Bing Translator (https://www.bing.com/

translator). Research from the area of psychometrics and surveymethodology

has already investigated the potentials and limitations of such uses (see, for

example, Behr 2023 or Kunst/Bierwiaczonek 2023).

A recentmethodological innovation in the area of survey research is theuse

of chatbots for so-called conversational surveys, “where a chatbot asks open-

ended questions, interprets a user’s free-text responses, and probes answers

whenever needed” (Xiao et al. 2020: 1). The use of chatbots for such conversa-

tional surveys has the potential to increase participant engagement as well as

response quality (cp. Xiao et al. 2020). Of course, while the method of conver-

sational surveys falls into the category of quantitative social science research,

chatbots could also be used for qualitative research, e.g., in interview studies.

Experimental research in the social sciences typically makes use of differ-

ent kinds of stimulusmaterials serving as experimental treatments.These can

be textual (e.g., in so-called vignettes), visual, or a combination thereof.9 LLMs

can also beused to create textual stimuli for experimental research in the social

sciences. Likewise, text-to-image tools, such asMidjourney (https://www.midj

ourney.com), Stable Diffusion (https://stablediffusionweb.com/),Microsoft Bing

Image Creator (https://www.bing.com/create), or Lexica Aperture (https://lexica

.art/aperture) can be used to create visual stimulus material for experimental

studies.

Another area within the study planning and data collection phases where

AI tools are helpful for social science research is simulation.Work by Argyle et

al. (2023) suggests that LLMs“canbe studiedas effectiveproxies for specifichu-

man sub-populations in social science research” (2) and allow the simulation of

responses to closed survey items (scales) aswell as open-endedquestions (free-

form text responses). A similar approachwas followed in a recent study by Chu

et al. (2023) in which the authors trained a languagemodel onmedia diets and

9 Many experimental studies also use audio or video stimuli. However, as AI tools for

creating those based on text input are not yet so far developed, those will be covered

in the following sections on potentials and promises and pitfalls and perils related to

the use of AI in the social sciences.
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found that it can be used to predict public opinion. A simpler andmore playful

but still interesting application of simulating responses is the website GPTrol-

ley (https://www.gptrolley.com/) which uses ChatGPT to respond to user-gen-

erated versions of the ethical dilemma of the trolley problem that is often used

in social-scientific, especially psychological, research.10

3.3 Data processing & analysis

For the processing and analysis of data in the social sciences, the writing of

code has become increasingly common. While the use of commercial statis-

tical software, such as SPSS or Stata, is still widespread, programming lan-

guages likeRor Python are being used by a steadily increasing number of social

scientists. In addition, even when commercial solutions are used, the exclu-

sive reliance ongraphical user interfaces (GUIs) and ‘point-and-click’ pipelines

has become much rarer, which contributes to increasing reproducibility and

transparency according to the principles of open science. To facilitate thewrit-

ing, testing, and optimization of code for different programming languages,

there are several dedicated AI-based tools available that are also of interest

for social scientists, such as GitHub Copilot (https://github.com/features/copi

lot) or replit Ghostwriter (https://replit.com/site/ghostwriter).Notably, general-

purpose LLM tools, such as ChatGPT can also be used for generating computer

code via natural-language prompts. In addition, researchers can make use of

these models to adapt or optimize existing code or to translate between pro-

gramming languages.

With the rise of computational social science, it has become increasingly

common for social scientists to work with large amounts of text data. Most of

the methods used for processing and analyzing such data belong to the cate-

gory of natural language processing (NLP) or ML, and the boundary to AI can

become blurred here (e.g., if deep learning is used). Typical tasks in the pro-

cessing and analysis of (large) textual data are annotation and classification.

Recent research has demonstrated that LLMs like ChatGPT can, e.g., be used

for identifying hate speech (cp. Huang/Kwak/An 2023), detecting psycholog-

ical constructs, such as sentiment, emotions, and offensiveness in multilin-

gual text corpora (Rathje et al. 2023), andmay even outperform human crowd-

10 Notably, the reasoning abilities of LLM have also inspired research on questions like

whose opinions LLMs reflect (Santurkar et al. 2023) or how to assess psychological pro-

files of LLMs (Pellert et al., 2022).
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workers (cp. Gilardi/Alizadeh/Kubli 2023). However, another study indicates

that “ChatGPT’s classification output can fall short of scientific thresholds for

reliability” (Reiss 2023: 1). Likewise,Pangakis,Wolken andFasching (2023) note

that “Automated Annotation with Generative AI Requires Validation”. Besides

analyzing text from online sources, LLMs, such as BERT, have also been used

for classifying open-ended survey responses (Gweon/Schonlau 2023).

Some research in the social sciences makes use of audio data (e.g., from

interviews). For the automatic transcription of audio files, a powerful speech-

to-textmodel isWhisper byOpenAI (see https://openai.com/research/whisper),

for which implementations exist for the programming languages like Python

(https://github.com/openai/whisper) and R (https://github.com/bnosac/audi

o.whisper), which are popular in the social sciences. Once the audio data has

been transformed to text, the methods and tools described previously for tex-

tual data can be applied.

3.4 Writing & dissemination

For writing tasks, researchers in the social sciences and other disciplines can

make use of the options described for the formulation and translation of sur-

vey items in section 3.2 as well as other general AI-assisted writing support

tools, such as Microsoft Editor (https://s.unhb.de/mseditor), Grammarly (https:

//www.grammarly.com/), or ones specifically designed for academic writing,

such as jenni (https://jenni.ai/) or Paperpal (https://paperpal.com/).These tools

can be used for all sorts of writing tasks, including generating text, editing,

summarizing, paraphrasing, and translation.

AI tools can also be useful when it comes to sharing research data. As data

in the social sciences is usually personal and can also be sensitive, different ap-

proaches have been developed in order to create a balance between openness

on the one side and data privacy on the other. One solution is the creation of

synthetic data that has comparable propertieswith theoriginal data.So far, the

creation of synthetic data sets (e.g., using the synthpop package for R; Nowok/

Raab/Dibben 2016) has largely been limited tonumeric data.Approaches as the

ones described in the paper by Argyle et al. (2023), however, also allows for the

creation of synthetic text responses to open-ended questions using LLMs.
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4. Potentials & promises

As the examples in the previous sections illustrated, AI generally has the po-

tential to facilitate and improve research in the social sciences and make the

lives of researchers easier. It can increase the efficiency of research and, thus,

also lead to an increase in output (publications,data, code and software, aswell

as other resources).11 Especially AI-based tools for writing (both text and code)

and no-code data collection and analysis solutions can also be beneficial for in-

clusivity, e.g., with regard to non-native English speakers or researchers with

limited or no programming skills.

The use of AI can also reduce costs and the risk of human errors, e.g., for

annotation and classification tasks (cp. Gilardi/Alizadeh/Kubli 2023). AI tools

can further add to the reliability and validity of research results in the social

sciences if it is used to enhance methods like multiverse analysis in which the

robustness of results is assessed by systematically varying sets of processing

and analysis parameters (for an example, see Pipal/Song/Boomgaarden 2022).

There are a few new developments and application areas that can be ex-

pected to become (more) interesting for the social sciences in the near future.

One key area is the use of AI for images, audio and video.While text is still the

muchmore dominant type of data in the social sciences, there is an increasing

body of (computational) research that makes use of (large amounts of) image

(cf. Webb Williams/Casas/Wilkerson 2020) and also video data (see Dietrich

2020 or Jürgens/Meltzer/Scharkow 2022 for exemplary applications). Besides

the use of AI for detection/recognition and classification tasks for text, images,

audio, and video, another relevant task for social science research is the gener-

ation of these types of content, e.g., as stimuli for experimental studies.While,

as stated before, powerful models and tools already exist for generating text

and images, options for generating audio (text-to-speech) or video (text-to-

video) are not yet as widely available, although this can be expected to change

in the near future.

11 As researchers are often already struggling to follow, filter, and digest the huge

amounts of information on findings,methods, tools, etc. this increasemay be seen as a

mixed blessing. In a somewhat circular fashion, the increase in output may require re-

searchers to also rely more on AI-based tools for making sense of the increased output

by filtering and summarizing relevant content.
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5. Pitfalls & perils

As with all innovations and transformations, in science and beyond, the use of

LLMs for research in the social sciences does not only create new possibilities

but also brings along challenges that need to be taken into account.Mirroring

the potentials and promises, there are numerous pitfalls and perils associated

with the (increasing) use of AI. In practice, this means that there are different

practical, legal and ethical questions that social scientists need to be aware of

and be able to address.

Key legal questions relate to privacy, copyright, together with terms of ser-

vice (ToS) and other contractual agreements.Especiallywhen using online ser-

vices or application programming interfaces (APIs), it is often not fully clear

where and how user inputs are stored and, depending on the type of input and

the storage and processing pipeline, thismay not be compatible with data pro-

tection regulations, such as the General Data Protection Regulation (GDPR) in

Europe. On the other hand, platform or API ToS may also restrict the usage

of outputs. Both of these issues can be(come) particularly problematic when

workingwith researchdatawhich contains responses fromstudy participants.

Another legal domain where uncertainty exists, is that of copyright. While its

application for academic research is typically treateddifferently than theoneof

commercial use, this issue becomes particularly salient when it comes to shar-

ing researchmaterials (e.g., experimental stimuli) in the spirit of open science.

A related question is that of recognition of contributions and authorshipwhen

AI tools, such as ChatGPT have been used to generate text for publications.12

A general risk associated with the use of AI (tools) is the reliance on com-

mercial companies and products, such as the services and APIs offered byOpe-

nAI.The services, their ToS, or the underlying businessmodel and pricingmay

change.The recent history of CSS research using socialmedia data can serve as

a good example for the risk of relying onAPIs offered by private companies (cp.

Bruns 2019; Freelon 2018). What also comes with the reliance on commercial

services is the problem of intransparency, as transparency is usually not that

compatible with competition and for-profit orientation. For that reason, the

use and support of free and open-source (FOSS) projects in the area of LLMs,

such as Open Assistant by LAOIN (https://github.com/LAION-AI/Open-Assista

12 Via their blog, the American Psychological Association (APA), whose publication

guidelines are widely used in the social sciences, has already put forth suggestions on

how to cite ChatGPT (cp. McAdoo 2023).
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nt),HuggingChat by Hugging Face (https://huggingface.co/chat/) or GPT4All by

Nomic AI (https://gpt4all.io/index.html) becomes particularly important from

the perspective of academic research(ers) in the social sciences as well as other

disciplines. Regardless of the underlying governance or business model, how-

ever, a general issue leading to a lack of transparency is the black-box character

of most subsymbolic AI models (Sudmann 2019; 2020). Together with the fact

that they rely on stochastic processes, this can be detrimental to the aim of en-

suring that social science research is reproducible and replicable.

A challenge that has beenwidely discussed is the introduction andprolifer-

ation of biases in LLMs and other AI applications.AlthoughAI tools can be em-

ployed to counter human errors and biases, e.g., in the processing and analysis

of data, they can create new and less directly transparent forms of bias, often

introduced through training data (cp. Ferrara 2023). The (over-)reliance on AI

tools might lead to ‘bias cascades’, as research has shown that biased AI sys-

tems can produce or increase bias in human decisions (cp. Glickman/Sharot

2022). There are, however, strategies for identifying and mitigating biases in

AI, and the biases can also be made use of productively for social science re-

search as the research by Argyle et al. (2022) and their concept of ‘algorithmic

fidelity’ for simulating responses from specific subpopulations shows.

Another important topic is the question of trust.Different LLMs have been

repeatedly shown to make up things (a process often referred to as hallucinat-

ing) and, thus, producing misinformation. Combined with the transparency

issue(s) discussed above, this can lead to AI-assisted research potentially be-

coming less instead of more trustworthy. Related to this, there is concern in

the academic community that the use of AI tools can lead to a reduced quality

of peer review as well as increase in fake or junk papers, academic spam and

scams, and predatory journals and conferences. This can also be seen as the

flipside of an AI-fueled increase in efficiency and research output.

Finally, there are the broader societal implications of using AI tools which

researchers also need to take into account, such as the risk of creating or sup-

porting (quasi-)monopolies or oligopolies, (indirectly) supporting exploitative

working conditions, e.g., for the creation of training data (cp. Perrigo 2023)

and the energy consumption and environmental effects of training andmain-

taining LLMs and other forms of AI.
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6. Conclusion

Theuse of AI tools andmethods has already begun to transform research prac-

tices in the social sciences and will continue to do so. These changes affect all

phases of the typical research process, however, not all phases are affected to

the same degree. As the examples in this chapter have shown, there are a lot of

AI tools that can be used in the discovery phase and quite a few that are useful

fordata collection,processing,andanalysis.The formulationofmeaningful re-

search questions and hypotheses and the interpretation of results, by contrast,

are tasks that AI tools are less suited for and require human expertise.

There is an internet idiom that goes “go away or I will replace you with a

simple shell script” (see https://s.unhb.de/shellreplace). These days, the shell

script might be replaced with an LLM. It is, however, highly unlikely that an

LLM (or another form of AI) can replace human social scientists anytime soon.

For now, the AI of our times seems to agree.When I asked ChatGPT, “Is it pos-

sible that therewill be AI social scientists in the future?” it replied that “it is un-

likely that AI systemswill be able to completely replace human social scientists.

Social science research involves a wide range of qualitative research methods,

such as participant observation, interviews and case studies, that require hu-

man interpretationandunderstandingof social context,historical factors,and

the nuances of human interactions.” (OpenAI 2023).Maybe it just wants to lull

us into a false sense of security, but I agree with the assessment by ChatGPT as

well as the conclusion drawn by Ziems et al. (2023) that “LLMs can significantly

reduce costs and increase efficiency of social science analysis in partnership

with humans” (1),with the emphasis being on the phrase “in partnership”here.

Nevertheless,besidesmakinguseof itspotential, social scientists alsoneed

to be aware of and able to dealwith the risks and challenges associatedwith the

use ofAI for their research.While theymaynot be replacedbyAI, they certainly

need to adapt to using it in a productive and ethical way, e.g., by developing

new skills, such as AI literacy, or knowing how to write and optimize prompts

to achieve desired results.13 If this is achieved, AI can support social scientists

and AI tools can serve as valuable additions to establishedmethods which can,

ultimately, contribute to improving the quality of social science research.

13 With the explosion of LLMs, prompt engineering has become a relevant topic, and

many resources have been created with the aim of teaching users how to write opti-

mal prompts (https://learnprompting.org/) or to provide examples of useful prompts

(e.g., https://flowgpt.com/).
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Science in the era of ChatGPT, large language

models and generative AI

Challenges for research ethics and how to respond

Evangelos Pournaras

1. Introduction

Since the release of popular large language models (LLMs) such as ChatGPT,

the transformative impact of artificial intelligence (AI) on broader society has

been unprecedented.This is particularly alarming for science and its conquest

of truth (Chomsky/Roberts/Watumull 2023). Generative AI and, particularly,

conversational AI based on language models set new ethical dilemmas for

knowledge, epistemology and research practice. From authorship to misin-

formation, biases, fairness and safety of interactions with human subjects,

research ethics boards need to adapt to this new era in order to protect re-

search integrity and set high-quality ethical standards for research conduct

(van Dis et al. 2023).This paper focuses on reviewing these challenges with the

aim of laying foundations for a timely and effective response.

ChatGPT is an AI chatbot released in November 2022 by OpenAI. It is a

Generative Pre-trained Transformer (GPT), a type of artificial deep neural net-

workwith anumberof parameters in theorder of billions. It is designed topro-

cess sequential input data, i.e. natural language, without labeling (self-super-

vised learning), butwith remarkable capabilities for parallelization that signif-

icantly reduce training time.Themodel is further enhanced by a combination

of supervised and reinforcement learning based on past conversations as well

as human feedback to fine-tune the model and its responses (Stiennon et al.

2020; Gao/Schulman/Hilton 2022). Other corporations followed with similar

chatbots such as the one of BardbyGoogle.GenerativeAI expands beyond text,

for instance to, images, videos and code (Cao et al. 2023).
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ChatGPT demonstrates powerful and versatile capabilities that are rel-

evant for science and research. From writing and debugging software code

to writing, translating and summarizing text, the quality of its output be-

comes indistinguishable from that of a human (Else 2023), while generating

complex responses to prompts in a few seconds. Despite this success, AI

language models suffer from hallucinations, an effect of producing plausible-

sounding responses,which are nevertheless incorrect, inaccurate or even non-

sensical. Illustratively, generative AI fails to abide by Asimov’s three laws of

robotics (Smith 2023): (i) Harmful outputs do occur (first law) (Wei/Haghtalab/

Steinhardt; Davis 2023). (ii) Jailbroken prompts often result in both disobe-

dience and harm (second law) (Wei/Haghtalab/Steinhardt 2023). (iii) New

capabilities for autonomy, e.g., Auto-GPT (Yang/Hue/He 2023). Pervasiveness

(integration on personal mobile devices) may create additional loopholes for

conflicts to the first and second law (third law).

Disclaimers of ChatGPT state the following: “May occasionally generate in-

correct information”, “May occasionally produce harmful instructions or bi-

ased content”, “Our goal is to get external feedback in order to improve our

systems andmake them safer”, “While we have safeguards in place, the system

may occasionally generate incorrect or misleading information and produce

offensive or biased content. It is not intended to give advice”, “Conversations

maybe reviewedby ourAI trainers to improve our systems”, “Please don’t share

any sensitive information in your conversations” and “Limited knowledge of

the world and events after 2021”.

Each of these disclaimers reveal alerting implications of using AI language

models in science.They oppose core values to support research integrity such

as the concordat (Universities UK 2020) of the UK Research Integrity Office

(UKRIO): (i) honesty in all aspects of research, (ii) rigor in line with disciplinary stan-

dards and norms, (iii) transparency and open communication, (iv) care and respect for

all participants, subjects, users and beneficiaries of research and (v) accountability to

create positive research environments and take action if standards fall short.1 Genera-

tive AI also challenges several of the Asilomar AI Principles (Future of Life In-

stitute 2017).

Chomsky, Roberts and Watumull (2023) question the morality of asking

amoral conversationalAImoral questions,whileAwadet al. (2018) showempir-

ical evidence about the cross-cultural ethical variations anddeep cultural traits

1 Cited from Universities UK 2020.
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of social expectations from moral decisions of machines, i.e. the moral ma-

chine experiment. Generative AI runs the risks of copyright infringement and

deskilling of early career researchers in scientificwriting and research conduct

(Gottlieb et al. 2023; Dwivedi et al. 2023). Security threats in online experimen-

tation can ‘pollute’ human subject pools by replacing human subjectswith con-

versational AI chatbots to claim compensations (Jansen/Jung/Salminen 2023;

Wei et al. 2023).Without safeguards for such new sources of misinformation,

data quality and research conduct can be degraded at scale.

AI language models also set foundational epistemological challenges ad-

dressing Karl Popper’s seminal work on philosophy of science (Popper 2002

[1935]).CanAI languagemodels assist us tomake scientific statements that are

falsifiable, or are they rather preventing us from doing so within their opaque

nature? Arewe addressing reality by relying our scientific inquiry on them,and

which reality is this? Do over-optimized AI languagemodels that are subject to

Goodhart’s law (Manheim/Garrabrant 2018) manifest irrefutable truth? And if

so, do these models constitute the wrong view of science that betrays itself in

its craving of being right?

This paper dissects these questions with a focus on the research ethics re-

view, although the discussion also finds relevance with regards to other facets

of science such as education. To dissect the implications on science, the role of

AI languagemodels is distinguished as a research instrument and research subject

when addressing a research hypothesis or question related or not to genera-

tive AI.Moreover, the ethical challenges of AI digital assistance to scientists, hu-

man research subjects and reviewers of research ethics are assessed.This scrutiny

yields ten recommendations of actions to preserve and set new quality stan-

dards for research ethics and integrity as a response to the advent of generative

AI.

This paper is organized as follows: section 2 reviews the different roles of

generative AI in research design. Section 3 reviews the digital assistance pro-

vided by generative AI to scientists, participants and reviewers. Section 4 dis-

cusses emerging research ethics review practices in the era of generative AI.

Section 5 introduces ten recommendations to respond to the challenges of re-

search ethics review.Finally, section 6 concludes this paper and outlines future

work.
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2. The role of generative AI in research design

Within a research design serving a research hypothesis or question, generative

AI can be involved as a research instrument or as a research subject, alongwith

human subjects.This section distinguishes and discusses challenges and risks

that may arise in these different contexts of a research ethics application. Fig-

ure 1 illustrateswhere generative AI such as large languagemodels can emerge

in a research design.

Figure 1: Generative AI such as large languagemodels (LLMs) can be present inmultiple stages of a

research design within a research ethics application. Here, we depict all combinations: (a) No gener-

ative AImodels are involved. (b) Generative AImodels can be the motivation behind formulating a

research hypothesis or question. (c)They can also be used as a research instrument to acquire knowl-

edge. (d)They can also be the research subject itself, when interacting with human research subjects

or when acting independently. (e)-(h) Generative AImodels may be involved inmultiple stages of the

research design. In this case, it becomes imperative to distinguish their role at each phase to dissect

research integrity and ethical dilemmas that may not be apparent anymore. Note that in (c), (d), and

(g), where AI languagemodels do not motivate a research hypothesis or question but they are involved

as a research instrument or subject, research integrity and ethical risks are likely to arise. Image cour-

tesy of the author.

2.1 Generative AI as a research instrument

ChatGPT is documented as an emerging research instrument capable of writ-

ing manuscripts for publication, often controversially featured as a coauthor
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(O’Connor/ChatGPT 2022; ChatGPT Generative Pre-trained Transformer/

Zhavoronkov 2022; Thorp 2023; Else 2023), writing software code (Dwivedi

et al. 2023) and collecting data via queries (Dwivedi et al. 2023). Such tools

are expected to come with capabilities for hypothesis generation in the fu-

ture, including the design of experiments (van Dis et al. 2023; Dwivedi et al.

2023). Each of these instrumentations comes with different opportunities and

challenges, including ethical ones.

During the design stage of research, including research ethics appli-

cations, there may be minimal support of AI language models on writing.

However, the motivation of research, including literature review (Burger/

Kanbach/Kraus forthcoming), generation of hypotheses, research questions

as well as identifying ethical dilemmas, may be a result of interactions with

conversational AI. Using the large capacity of conversational AI for knowledge

summarization, these interactions can be systematized based on the Socratic

method to foster intuition, creativity, imagination and potential novelty

(Chang 2023).

However, often, creativity cannot be balanced with constraint (Chomsky/

Roberts/Watumull 2023). At this stage, interactions with conversational AI re-

quire caution, running the risk of emulating or reinforcing a synergetic Dun-

ning-Kruger effect (Gregorcic/Pendrill, 2023): conversational AI may rely on

limited (or wrong) knowledge, which, while presented as plausible to humans

with similar limited knowledge, may induce confirmation biases and dimin-

ish critical thinking.Themutual limitations of knowledge can be significantly

underestimated in this context.

While research design choices may emerge from such interactions with

conversational AI, a factual justification, a rigorous auditing process and

moral judgments of these choices remain entirely under human premises

(recommendation 1 and 8 in section 5). Finding reliable sources, revealing data

sources, accurate contextualization of facts andmoral framing are not attain-

able at thismoment, as they require both cognitive capabilities, accountability

and transparency that current AI language models lack (recommendation 1

in section 5). Whether existing ethics review processes are able to distinguish

the risk level of research designs produced with the support of conversational

AI as well as themitigation actions, is an open question (recommendation 5 in

section 5).

During research conduct, integrity and ethical dilemmas may arise when

using the direct output of conversational AI (knowledge acquisition) to con-

firm or refute a hypothesis, especially when this hypothesis is not about the
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AI system itself (see figure 1c, 1d, 1g and recommendation 4 in section 5). This

output is in principle unreliable as itmay contain incorrect or inaccurate infor-

mation (Davis 2023). For instance, correct referencingmay approach just 6 per

cent (Blanco-Gonzalez et al. 2022).Moreover, AI languagemodels tend to pro-

duce plausible content rather than content to be assessed as falsifiable, raising

epistemological challenges (Popper 2002 [1935]).The reliability of AI language

models as effective proxies for specific human populations is subject of ongo-

ing research (Argyle et al. forthcoming).

Even if the output of AI language models is correct and accurate, it may

not explain how such output is generated. For instance, there is often uncer-

tainty to distinguish between lack of relevant data in the training set and fail-

ure to distill this data to credible information (van Dis et al. 2023).Thesemod-

els are usually black boxes with very low capacity to explain or interpret them.

So far, this explainability is hard to assess for systems such as ChatGPT and

Bard, which are closed and intransparent. This scenario may resemble an in-

strument collecting data exposed though to an unknown source of noise. Us-

ing instruments that have not passed quality assurance criteriamay introduce

various risks for users and work performed with such instruments and it is

not different for AI language models. Standardized quality metrics are likely

to arise for reporting to future research ethics applications (recommendation

6 in section 5), for instance, the ‘algorithmic fidelity’ that measures how well a

language model can emulate response distributions from a wide spectrum of

human groups (Argyle et al. forthcoming).

2.2 Generative AI as a research subject

The actual release of ChatGPT can be seen itself as a subject of research con-

ducted by OpenAI with the aim to acquire user feedback that will improve AI

language models. The initial interest lies in their actual capabilities to gener-

ate text andmeaningful responses to user prompts. It also includes a discourse

around their capabilities to perform calculations, write working code and jail-

breaking via prompts that bypass the filters of its responses (Wei et al. 2023).

While these initial investigations are mainly experimental and anecdotal,

a rise of empirical research on ChatGPT is ongoing (Dwivedi et al. 2023; Kim/

Lee 2023; Bisbee et al. 2023), e.g., survey research. However, this outbreak of

empirical research is to a certain extent a byproduct of releasing a closed AI

black boxwith low capacity for explainability especially when the broader pub-
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lic does not have access to the model itself or the exact data with which it is

trained.

OpenAI and other corporations may benefit from such research as (free)

crowd-sourcing feedback to calibrate their products, without sharing respon-

sibility for doing so. Nonetheless, this may not be the original aims and inten-

tions of scientists conducting such research. Such misalignment comes with

ethical considerations on the value of this research and requires a critical stand

by researchers and research ethics reviewers (recommendation 7 in section 5).

While the methods of research on human subjects are well established (e.g.,

statistical methods, sociology, psychology, clinical research), the methods on

AI subjects remain of different nature, pertinent to engineering and computer

science. As human and AI subjects become more interactive, pervasive, inte-

grated and indistinguishable, research ethics reviews need to account for (and

expect) inter-disciplinary mixed-mode research methods (recommendation 2

in section 5).

3. Digital assistance by generative AI

AI languagemodels canprovide assistance to scientists,participants inhuman

experimentation as well as to reviewers of research ethics applications. This

section assesses ethical challenges pertinent to these beneficiaries.

3.1 AI-assisted scientist

As introduced in Section 2, the support of AI languagemodels to scientists for

literature review, writing papers, code, collecting data and performing exper-

iments involves several challenges of integrity and ethics/moral. One question

thatmay arise is how generative AI can contribute to themaking of future sci-

entists. Can they be part of the education of PhD students or will they result

in deskilling, especially when students are not familiar with academic norms

(Dwivedi et al. 2023)? Will such models be able to provide any level of self-su-

pervision capability? The feasibility of research designs, success prediction of

research proposals and reviewing manuscripts at early stages and before sub-

mission to journals, are some examples inwhich linguistics, epistemology and

theory of knowledge set limits that for AI languagemodels is hard to overcome

(Chomsky/Roberts/Watumull 2023).
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3.2 AI-assisted participant

Studying human research subjects assisted by AI language models requires a

highly interdisciplinary perspective to dissect the ethical challenges and risks

thatmay be involved (recommendation 2 in section 5). Such studiesmay aim to

address the human subjects (i.e. social science), the AI language models when

interactingwith humans (i.e. computer science, decision-support systems), or

both (e.g., human-machine intelligence).Design choices inAI systems for dig-

ital assistance to humans have direct ethical implications.

For instance, access to personal data for training AI models, centralized

processing of large-scale sensitive information by untrustworthy parties and

intransparent algorithms that reinforce biases, discrimination and infor-

mational filter bubbles pose significant risks. These include loss of personal

freedoms and autonomy by manipulative algorithmic nudging, which par-

ticipants may experience directly under research conduct, as well as broader

implications in society (Hine 2021) related to environment, health and democ-

racy (Pournaras et al. 2023; Asikis et al. 2021; Helbing et al. 2021; Helbing et

al. 2023). The use of emerging open language models provides higher trans-

parency to address some of these challenges (Patel/Ahmad 2023; Scao et al.

2022). Privacy-preserving interactions with AI language models, comparable

to browsing with the DuckDuckGo search engine, are required (recommenda-

tion 3 in section 5).

Participants need to be informed about these risks when participating in

such studies.For instance, information consent needs to account for any sensi-

tive information sharedduring interactionswithChatGPT.Researchers donot

have full control of the data collected in the background byOpenAI. As a result,

participantsneed tobe informedabout the termsofuse ofAI languagemodels.

Moreover, responses byAI languagemodels requiremoderationby researchers

if they are likely to cause any harm to participants or special groups. Research

ethics applications need to reflect andmitigate such cases (recommendation 9

in section 5).

3.3 AI-assisted reviewer

The support of generative AI to research ethics reviewers is a highly complex

matter that perplexes both ethical matters within research communities as

well as moral matters of individual reviewers. People do not share the same
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judgments between the ethical choices of a human or a machine (Hidalgo et

al. 2021).

AI language models show limited capabilities for ethical positioning, let

alone moral positioning, possessing an apathy and indifference to implica-

tions of ethical choices (Chomsky/Roberts/Watumull 2023). They can endorse

both ethical and unethical choices based on correct and incorrect information

(ibid.). Nevertheless, they manage to influence users’ moral judgments in a

non-transparent way (Krügel/Ostermaier/Uhl 2023).

On theotherhand,AImodels canbeused to effectively detect plagiarismor

to performpatternmatching tasks that do not involve complex explanations or

analysis of consequences. For instance,GPTZero is able to distinguish between

text generated by humans vs. AI language models (Heumann/Kraschewski/

Breitner 2023), which would be otherwise hard for reviewers to distinguish

(Else 2023).Moreover,AI languagemodels canassist reviewers,whose research

background may be in a different discipline than the one of the proposed re-

search. Summarizing necessary background knowledge and providing sum-

maries in layman’s terms can benefit research ethics reviewers (Hine 2021) as

long as they remain critical on the generated output of AI language models.

As a result, AI language models are far from replacing reviewers in distill-

ing ethical andmoral implications of a research design, nevertheless, they can

still play a role in the reviewing process by automating processes for pattern

matching or making necessary background knowledge more accessible to re-

viewers, whomay lack thereof.

4. Research ethics review practices

The need for regulatory and procedural reforms in research ethics review as a

response to challenges of Big Data and data subjects dates back before gener-

ative AI (Ferretti et al. 2021; Hine 2021). Currently, the scope and practices of

research ethics review are becoming broader and more multifaceted to cover

thenewalarming risks of generativeAI.Two factors distinguish these research

ethics review practices: (i) scale of impact and (ii) stage of research.

Institutional review boards for research ethics mainly address the impact

of generative AI on human participants before the research conduct. Broader

implications of the research on society are not explicitly addressed, although

initial results from piloting an Ethics and Society Review (Bernstein et al. 2021)

as a requirement to access funding show a positive impact (Bernstein et al.
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2021). During research conduct, research ethics reviews mainly address any

required adjustments in the research design rather than other unanticipated

risks emerging from the application or new developments of AI.

Moreover, new research ethics review practices have recently been estab-

lished for funding institutions (Bernstein et al. 2021), conferences and jour-

nals (Srikumar et al. 2022).These include (i) impact statements, (ii) checklists and

(iii) code of ethics or guidelines. Impact statements include ethical aspects, ques-

tions and future positive or negative societal consequences, as well as identi-

fication of human groups, behavioral and socio-economic data. Checklists are

used to flag papers for additional ethics reviews by an appointed committee,

while codeof ethics andguidelines support reviewers to flagpapers that violate

them.

While there is evidence that such practices can support panels to identify

risks related to the harming of subgroups and low diversity (Bernstein et al.

2021), encouraging research communities to apply universal practices in dif-

ferent contexts and disciplines is a highly complex endeavor, given the current

rapid AI developments and the unanticipated impact of these on society (rec-

ommendation 10 in section 5).

There are particular aspects of existing research ethics applications deal-

ing with human aspects that are perplexed with the use of generative AI.

These include individuals who can or cannot consent to terms of use and

conditions of generative AI software, participants with disabilities, vulnerable

groups and children, exclusion of certain groups, deception and incomplete

disclosure, short and long term risks of participation, protection of personal

data, anonymity and data storage. Research ethics review needs to address

explicitly any additional risks involved in those aspects by using generative AI.

5. Ten recommendations for research ethics committees

This section introduces ten recommendations for research ethics committees.

They distill the challenges and responses to AI languagemodels involved in re-

search ethics applications. They significantly expand on other earlier recom-

mendations (Hine 2021) such as the one of World Association of Medical Ed-

itors (WAME) mainly addressing authorship, transparency and responsibility

(Zielinski et al. 2023). They also constitute actions within the broader recom-

mendations made for (i) studying community behavior and share learnings,

(ii) expanding experimentation of ethical review and (iii) creating venues for



Evangelos Pournaras: Science in the era of ChatGPT 285

debate, alignment and collective action (Srikumar et al. 2022).The ten recom-

mendations are summarized as follows:

1. Humans should always remain accountable for every scientific practice.

2. An interdisciplinary panel of reviewers should be employed to assess re-

search ethics applications with elements on generative AI.

3. The use of generative AI models, their version, prompts and responses

need to be documented and reported in any phase of the planned research.

As a response, ethics reviews should detect potential inaccuracies, biases

and inappropriate referencing.Mitigation by encouraging and promoting

open generative models can improve accountability and transparency.

4. Research ethics applications that aim to address research hypotheses and

questions out of the scope of generative AI, which do involve generative AI

models as a research instrument or subject, are likely to involve research

integrity and ethics issues and should be treated as high-risk applications.

5. Ethics reviewapplications requirenewcriteria andpractices todistinguish

low and high integrity risks in research designs producedwith the support

of generative AI. Determining appropriate mitigation actions to account

for different risk levels is required.

6. Researcherswho engagewith generative AI in their research should report

their countermeasures against inaccuracies,biases andplagiarism.Ethical

review applications need to cover these risks.

7. The motivation and aim of research on generative AI should come with

merit and go beyond testing of prompts lacking a rigorous scientific in-

quiry.

8. Auditing protocols are required for each input to generative AImodels that

are closed and proprietary, as a way to prevent sharing sensitive personal

or proprietary information of researchers or participants.

9. Any output of generative AI that may harm participants or is sensitive to

special groups requires moderation by researchers. Informed consent to

relevant terms of use of generative AI models is required.

10. Communities on research ethics and regulatory bodies require to main-

tain an agreement onAI languagemodels that can be used or should not be

used in research. For instance,models that are obsolete, inaccurate, highly

biased and violate values of science conduct shall be excluded, replaced or

used with significant caution.
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These recommendations should be used as an open and evolving agenda rather

than a final list of actions. The current landscape of AI language models and

research ethics remains multifaceted, rapidly changing and complex. Timely

adjustments are needed as a response.

6. Conclusion and future work

To conclude, the challenges and risks of generative AI models for science con-

duct are highly multifaceted and complex. They are not yet fully understood,

as developments are fast with significant impact and unknown implications.

Research ethics boards have a moral duty to follow these developments,

co-design necessary safeguards and provide a research ethics review thatmin-

imizes ethical risks. A deep interdisciplinary understanding of the role that AI

language models can play in all stages of research conduct is imperative. This

can dissect ethical challenges involved in the digital assistance of scientists, re-

search participants and reviewers.

The ten recommendations introduced in this paper set an agenda for a di-

alogue and actions for more responsible science in the era of AI.
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The current state of summarization

Fabian Retkowski

1. Introduction

Summarization is the process of extracting the most important information

from a text and presenting it in a condensed form. With vast amounts of in-

formation produced at an unprecedented rate, organizations and individuals

alike face unique challenges, heightening the demand for effective summa-

rization systems. For researchers of many fields, it is challenging to keep up

with the latest developments in theirfield includingArtificial Intelligence itself

as vicariously indicated by the number of journal publications per year which

has almost tripled since 2015 (D. Zhang et al. 2022).

In general, two different forms of summarization are distinguished: ex-

tractive and abstractive. In extractive summarization, the system is tasked

with selecting passages from the document to be included in the summary.

Abstractive summarization, on the other hand, aims to rephrase themost im-

portant aspects of a document with a different syntax. As languagemodels are

becoming more and more capable, research is increasingly shifting from ex-

tractive to abstractive summarization, which is considered more challenging,

but also more fluent, diverse, and readable.

This paper covers recent advances in abstractive text summarization, with

a focus on pre-trained encoder-decoder models (Section 2), large autoregres-

sive language models (Section 3), and instruction-tuned variants (Section 4).

While aiming to be reasonably comprehensive, Figure 1 gives an overview of

the coveredmodels. In Section 5, current evaluation protocols are discussed in

the context of the paradigm shift towards large languagemodels. At the end of

the paper, we discuss limitations, potentials (Section 6), and current commer-

cialization efforts (Section 7).
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2. Pre-trained encoder-decoder models

Figure 1: Current summarization systems can be broadly divided into pre-trained

encoder-decoder models and large autoregressive languagemodels. In general, instruc-

tion-tunedmodels are most capable when it comes to zero-shot summarization. Other

encoder-decoder models usually require fine-tuning, while autoregressive LLMs are less

effective without instruction tuning. Illustration courtesy of the author.

Pre-trained encoder-decoder models have gained tremendous popularity

in recent years and are now widely established in the field of natural language

processing. These models are trained in a self-supervised setting on a large,

unlabeled corpus. Notable examples include models such as the denoising

autoencoder BART (Lewis et al. 2020) and T5 (Raffel et al. 2020) that is trained

on a fill-in-the-blank objective. UL2 (Tay et al. 2022) serves as a more re-

cent example that generalizes and combines several denoising pre-training

objectives. By fine-tuning these models on task-specific datasets, they have

achieved state-of-the-art results acrossmany tasks including summarization.

Some pre-trainedmodels are specifically designed for the task of summariza-

tion by choosing a pre-training objective that resembles summarization. For

example, in Figure 2, the architecture of PEGASUS (J. Zhang et al. 2020) can be

observed, which is trained by removing important sentences from the input

document and tasking themodel with regenerating them. In a comprehensive
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evaluation of 23 models for the summarization task, Fabbri et al. (2021: 400)

conclude that PEGASUS, BART, and T5 “consistently performed the best on

most dimensions”, which involves human evaluations as well as automatic

metrics. Recently, a task-specific fine-tuning mechanism called BRIO (Liu et

al. 2022) was proposed for summarization. This method introduces a con-

trastive learning component to prevent assigning the entire distributionmass

to the reference summary and instead account for candidate summaries as

well. BRIO has been applied to severalmodels, including BART and PEGASUS.

Another noteworthy model is Z-Code++ (P. He et al. 2023), as it incorporates

an intermediate task-adaptive fine-tuning step using a broad collection of

summarization datasets before fine-tuning on a specific summarization task.

Thismethod has been shown to be especially effective in low-resource settings.

3. Large autoregressive language models

Another significant paradigm shift is the recent emergence of large autore-

gressive language models (LLMs). These decoder-only models tend to have

many more parameters and are trained using the traditional causal language

modeling objective of predicting the next token in a sequence. Brown et al.

(2020) were the first to demonstrate that this approach, at scale, enables zero-

shot prompting to perform a wide variety of downstream tasks. Without any

gradient updates, this involves priming the model with a task-specific natural

language prompt (e.g., “Question: question Answer:”) and then producing

an output by sampling from the model. The same paradigm also allows for

zero-shot summarization, which can be achieved by appending “TL;DR:” to a

prompt, among other options.

Themost popular model in this category is GPT-3 (Brown et al. 2020) with

its 175B parameters.OPT (S. Zhang et al. 2022) and BLOOM (BigScienceWork-

shop 2022) are two open-source alternatives aimed to replicate the results.Go-

pher (Rae et al. 2022) and PaLM (Chowdhery et al. 2022) take this approach to

the extreme by scaling to even larger model sizes of up to 560B parameters.

On the contrary, Chinchilla (Hoffmann et al. 2022) and LLaMA (Touvron et al.

2023) take scaling laws and compute budgets more strictly into consideration

and thisway achieve training a 70B respectively 65Bmodelwhile still being able

to match or outperform larger models. It is also worth mentioning the Galac-

tica 120B scientific language model (Taylor et al. 2022), which demonstrates

the effectiveness of specialized LLMs. It outperforms other LLMs in its spe-
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cificdomainbyusinga sophisticateddatasetdesign that incorporatesdomain-

adapted tokenization. It treats citations and modalities such as chemical for-

mulas and protein sequences in a special manner by introducing task-specific

tokens for them.

Figure 2: The PEGASUS architecture with its pre-training objectives.Themodel combinesMasked

LanguageModeling (MLM) as well as Gap Sentences Generation (GSG). As part of GSG, important

sentences are masked and used as a target for the decoder.The importance is proximately scored by

ROUGE-1 between a sentence and the remaining portions of the document. Taken from J. Zhang et al.

2020.

4. Instruction-tuned models

Instruction tuning refers to the process of fine-tuning a pre-trained model

with a diverse range of datasets that are described using natural language task

instructions. This step ensures that the training process is more aligned with

how the model will be used during inference and has been shown to signif-

icantly improve performance on zero-shot tasks. It enables the model to be

straightforwardly and more reliably instructed to perform a certain task. For

instance, it is now possible to use “Summarize the article: article” as a prompt

for the summarization task.More prompt examples are shown in Figure 3.
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Figure 3: Exemplary instructions for zero-shot summarization using GPT-3. Notably,

the natural language instructions of LLMs enable greater control over tasks, such as

length-constrained summarization. Taken fromGoyal/Li/Durrett 2022.

To tune models for instructions, the most common approaches are super-

vised fine-tuning and reinforcement learning from human feedback (RLHF,

Christiano et al. 2017). When it comes to pre-trained encoder-decoder mod-

els, there are several popular instruction-tunedmodels available. For instance,

T0 (Sanh et al. 2022) and FLAN-T5 (Chung et al. 2022), which are both based

on T5, have gained significant traction among practitioners. The same is true

for large autoregressive language models of which most have an instruction-

tuned equivalent: InstructGPT (Ouyang et al. 2022),OPT-IML (Iyer et al. 2023),

BLOOMZ (Muennighoff et al. 2023), FLAN-PaLM (Chung et al. 2022). Taylor et

al. (2022) demonstratedwith Galactica an alternative approach to enable rudi-

mentary instruction prompting with their prompt pre-training method. This

involves adding taskprompts to thepre-training, rather than tuning themodel

afterpre-training.A recent trend in theopen-source community is tofine-tune

LLMs based on conversational and instruction-following data generated by an

existingandstrong instruction-tunedLLMsuchasChatGPT.Thishas led to the
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development of Alpaca and Vicuna, both of which are based on LLaMA (Taori

et al. 2023;TheVicuna Team2023; Y.Wang et al. 2023).The task of summariza-

tion is represented inmostnatural-language-prompteddatasets.For example,

in the API prompt dataset used by InstructGPT, 4.2% of instructions fall under

the ’summarization’ use case. Similarly, T0 augments classic summarization

datasets like CNN Daily Mail (Nallapati et al. 2016) or SamSum (Gliwa et al.

2019) with instruction templates that can be used to fine-tune the model.

5. Evaluation of large language models

Most commonly, summarization systems are evaluated on automated met-

rics. ROUGE (Lin 2004) in particular has a long-standing history in the field

andmeasures the lexical overlap between reference summaries and generated

summaries. More recent metrics such as BertScore (Zhang et al. 2019) and

BARTScore (Yuan/Neubig/Liu 2021), which are better at capturing semantic

equivalence, are also becoming increasingly established. However, as large

language models become more capable and generalize to a wide range of

tasks, they are less frequently or thoroughly evaluated on summarization

tasks specifically. Instead, they are evaluated on benchmark suits that focus

on question answering and common-sense reasoning, such as SuperGLUE (A.

Wang et al. 2019) or MMLU (Hendrycks et al. 2020), that do not explicitly in-

volve summarization. As a result, several research groups have independently

investigated the capabilities and limitations of LLMs in summarization more

recently (Goyal/Li/Durrett 2022; Bhaskar/Fabbri/Durrett 2023; Liu et al. 2023;

Qin et al. 2023; Xiao et al. 2023; Yang et al. 2023; T.Zhang et al. 2023).According

to Goyal, Li, and Durrett (2022), summaries generated by instruction-tuned

GPT-3 receive lower scores on automatic metrics compared to fine-tuned

encoder-decoder models (T0 and BRIO). Despite this, the model outperforms

them significantly in human evaluation. The conducted human evaluation by

T. Zhang et al. (2023) suggests that they even surpass the reference summaries

in quality and are on par with high-quality summaries collected separately for

this evaluation.These works cast great doubt on existing evaluation protocols,

especially in the context of this paradigm shift. Several of the works describe

the low correlation of automatic metrics with human judgment, low reference

quality, lacking inter-annotator agreement, and different summarization

styles (in length, abstractiveness, formality) as problematic. This is in line

with issues raised in previous works such as Fabbri et al. (2021) that point
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out the lack of comparability of summarization evaluation protocols – for

automatedmetrics and human evaluation alike. Considering these issues and

with summarization systems rivaling human performance, T. Zhang et al.

(2023: 10) hypothesize that a limit is reached in evaluating “single-document

news summarization”, while Yang et al. (2023: 5) call for “rethinking further

directions for various text summarization tasks”. In fact, the “glass ceiling”

phenomenon has been observedmore broadly in natural language generation,

with even recent automatedmetrics barely improving correlationwith human

judgment (Colombo et al. 2022).

6. Limitations and new frontiers

As discussed, there are severe limitations to the current evaluation metrics

and protocols, and finding a new standard is an essential area for future

research. Liu et al. (2023), for example, suggest using atomic facts to reduce

ambiguity in human evaluation, while a recent work in the area of machine

translation shows that LLMs themselves make state-of-the-art evaluators

offering greater correlation with human judgment than any other automatic

metric (Kocmi/Federmann 2023). The latter is also supported by Kadavath

et al. (2022), who find that LLMs are capable of self-evaluation. At the same

time, LLMs are known to suffer from hallucinations (Ji et al. 2023) and as sum-

marization moves to higher levels of abstractiveness, factuality comes into

question.Works like Bhaskar/Fabbri/Durrett (2023) or Goyal/Li/Durrett (2022)

show that summarization factuality is still an unsolved issue for LLMs, while

others openly discuss how to measure factuality in the first place (Kryscinski

et al. 2020; Pagnoni/Balachandran/Tsvetkov 2021).

6.1 Long document summarization

Despite exponential progress (see Figure 4),many current summarization sys-

tems are still hindered by the limited context windows of language models

which prevent them from processing longer documents that would especially

benefit from summarization such as lengthy news articles, scientific papers,

podcasts, or books.There are several common strategies to overcome this lim-

itation.One simplemethod involves truncating the input text (Zhao/Saleh/Liu

2020; A.Wang et al. 2022). For somedocument types such as news articles, this

might serve as a reasonable strategy, as they tend to convey the most salient
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information in the beginning. In fact, selecting the first k sentences (Lead-k)

is often used as a baseline summary for news summarization systems (See/

Liu/Manning 2017; Zhong et al. 2019). In a similar vein, for the summariza-

tion of scientific papers, often only the abstract, introduction, and conclusion

(AIC) are passed to the summarizer, as previous research found these sections

to be the most salient (Sharma/Li/Wang 2019; Cachola et al. 2020). Another

approach is to employ an extractive summarizer or retrieval module such as

DensePassageRetriever,Karpukhinet al. (2020),aspart of a two-stage system,

to select important segments before passing the text to the abstractive sum-

marizer (Liu/Lapata 2019b; Ladhak et al. 2020; A.Wang et al. 2022).There are

also transformer architectures that do not suffer from these limitations such

as LED (Beltagy/Peters/Cohan 2020) or LongT5 (Guo et al. 2022) which replace

O(n2) attention patterns with more efficient ones. Finally, experiments have

been conductedon summarizing chunksof the text inpotentiallymultiple iter-

ations before producing a final, coherent summary (Gidiotis/Tsoumakas 2020;

Zhao/Saleh/Liu 2020; Wu et al. 2021; Y. Zhang et al. 2022; Yang et al. 2023).

Figure 4: The context length has been steadily and exponentially increasing in open-source and

closed-source languagemodels alike. Not considered are models like LED, which specifically try to

maximize the context length at the cost of performance otherwise. Illustration courtesy of the author.
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6.2 Multi-document summarization

The process of creating a summary from a collection of documents related

to a specific topic is called multi-document summarization (MDS). This

presents similar challenges to summarizing a long document, as the problem

of limited context length is amplified when multiple documents are involved.

Understanding the relationships between the documents is also essential for

completing the task effectively.Thefirst strategy forMDS is to simply concate-

nate all documents into one large text and use techniques designed for single-

document summarization. However, this requires the model to process very

long sequences. Therefore, a two-stage process similar to that used for long

document summarization is commonly employed (Liu et al. 2018; Liu/Lapata

2019a). State-of-the-art approaches also use hierarchical architectures or

graph-basedmethods to capture inter-document relations (Liu/Lapata, 2019a;

W. Li et al. 2020; Pasunuru et al. 2021). At the same time, MDS approaches

increasingly aim to utilize pre-trained encoder-decodermodels such as BART,

T5, or PEGASUS (Goodwin/Savery/Demner-Fushman 2020; Pasunuru et al.

2021). One recent and noteworthymodel in this category, PRIMERA, is specif-

ically designed for MDS and builds upon the foundations laid by PEGASUS

(Xiao et al. 2022). For the GSG objective, PRIMERA chooses sentences that

represent clusters of documents. It employs a document concatenation ap-

proach and architecturally uses LED to handle long sequences. In thismanner,

the model is generally applicable, and there are no dependencies on specific

datasets. Although there is no scientific evaluation yet, the recent emergence

and popularity of practical tools like LangChain and LlamaIndex hint towards

the use of LLMs to handle collections of documents. For instance, LlamaIndex

enables the storage of documents in an index that is organized like a tree,with

each node representing a summary of its child nodes.

6.3 Controllable summarization

Controllable summarization is a multifaceted research question that refers to

both the form or style (such as length, formality, or abstractiveness) and the

content of a summary.Thesummarymaybe conditionedona specific aspect or

entity or,more broadly, on any given keyword or query. In recent years, a wide

variety of approacheshavebeenproposed.Oneof themost comprehensive sys-

tems isCTRLSum (J.He et al. 2022), a pre-trained encoder-decoder that gener-

alizes controllability by utilizing keywords and prompts alike. In evaluations,
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the authors show the effectiveness of their method for length and entity con-

trol, as well as some more specialized tasks (e.g., patent purpose summariza-

tion). Recent studies conducted by Goyal/Li/Durrett (2022), Xiao et al. (2023),

and Yang et al. (2023) offer initial insights into the potential of instruction-

tuned LLMs likeGPT-3 andChatGPT.These systems have showngreat promise

for diverse summarization tasks based on keywords, aspects, and queries. Fig-

ure 3 shows two examples of how zero-shot prompting can enable controllable

summarization in such systems. Nevertheless, the potential of LLMs for this

task is still largely unexplored. Yang et al. (2023) note that their results can

only serve as a lower bound, as the models are naively prompted without any

prompt tuning or self-correction. A first glimpse of the potential of amore so-

phisticated prompting strategy is provided by Xiao et al. (2023) who suggest

editing generated summarieswith an editormodel based on instructions from

a separately trainedmodel. In stark contrast, there is also a significant amount

of research that focuses on controlling only one aspect of summarization. For

example, in length-controllable summarization alone, systems have been pro-

posed that early-stop thedecodingprocess (Kikuchi et al.2016), select informa-

tion before passing it to the summarizer (LPAS; Saito et al. 2020), or incorpo-

rate length information as part of the input (Kikuchi et al. 2016; Liu/Luo/Zhu

2018). More recently, Liu, Jia, and Zhu (2022) also introduced a length-aware

attention mechanism (LAAM).

6.4 Multi-modal summarization

So far, most research attention has been given to text summarization sys-

tems. However, there is an abundance of media and content such as podcasts,

movies, and meetings that not only involve text but also other modalities in-

cluding images, videos, and audio.These other modalities potentially contain

key information that a pure text summarization system might miss, thus

creating a semantic gap. For instance, H. Li et al. (2017) have demonstrated

the importance of including audio and video information in the task of sum-

marizing multimedia news, while the work of M. Li et al. (2019) has shown

the value of including participants’ head orientation and eye gaze when sum-

marizing meetings. One of the key challenges of multi-modal summarization

systems is the fusion of different input modalities. Currently, most systems

take a late-fusion approach (see Jangra et al. 2023), for example by utilizing a

pre-trained encoder. However, recently, a number of promising Transformer-

basedmodels have been proposed,which allow the input of diversemodalities
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such as Perceiver IO (Jaegle et al. 2021) or GATO (Reed et al. 2022) that have yet

to be applied for the summarization task.

7. Commercialization

With language models having surpassed a certain level of performance, the

creation and integration of these models into products and tools have become

increasingly common, leading to a “gold rush” of NLP startups (Butcher 2022;

Toews 2022). For summarization systems in particular, the context lengths of

models are of utmost importance and have expanded exponentially in recent

years as can be seen in Figure 4, to a level that is practical for more tasks and

commercially viable. As such, many summarization systems have become

productized and have been made available in consumer-oriented interfaces

over the past year. In 2022, Google introduced document summarization in

Google Docs (Saleh/Kannan 2022) and conversation summarization in Google

Chat (Saleh/Wang 2022), both powered by fine-tuning the PEGASUS model.

However, low-quality summaries in the datasets are mentioned as problem-

atic. To tackle this issue, the developers utilize techniques such as dataset

distillation, data formatting, and clean-ups, while continuing to collect more

training data. Through knowledge distillation, they distill the models into

more efficient hybrid architectures of a transformer encoder and a recurrent

neural network (RNN) decoder. Separately, an additional model is trained to

filter out generated summaries that are of lowquality.More recently,Microsoft

announced plans to roll out meeting summarization powered by GPT-3.5 in

Microsoft Teams in Q2 2023 (Herskowitz 2023), but they have not provided

any further technical details. Discord, the community messaging platform,

uses “OpenAI technology” for grouping messages into topics for conversation

summaries (Midha 2023). Zoom’s recent smart recording feature, which in-

cludes meeting summarization and smart chaptering, vaguely mentions the

use of GPT-3 to “augment” its own models (Parthasarathy 2023). Cohere just

launched a dedicated text summarization endpoint (Hillier/Gallé 2023) that

largely avoids several problems of LLMs such as the need for prompt engineer-

ing and limited context length. In addition, they offer settings to gain more

control over the generated summaries: the level of extractiveness, the length,

and the format (either fluent text or bullet points).More broadly, access to any

standard LLMnaturally allows for summarization by specifying the respective

prompt. This is true for OpenAI’s GPT-3, AI21 Studio, Antrophic’s Claude, or
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Cohere Generate – to name some that are available via paid APIs and power

summarization functionalities in many commercial applications. ChatGPT

might be notable, as it also enables a more interactive approach to summa-

rization. Domain-specific summarization tools are another area of interest.

For instance, Zoom IQ for Sales (Larkin 2022) aims to provide insights and

summaries for salesmeetings,while BirchAI, a spinoff from theAllen Institute

for Artificial Intelligence, focuses solely on providing customer call summaries

for call centers. Meanwhile, beyond big tech and distinguished AI labs, sum-

marization systems are starting to reachmanymore surfaces such as browsers

(Opera; Szyndzielorz 2023), email clients (Shortwave; Wenger 2023) or note-

taking apps (Notion; I. Zhao 2023).This trend suggests that summarization is

not an application on its own, but a basic feature to be widely implemented on

most surfaces and to be widely accessible in the foreseeable future.

8. Conclusion

Text summarization is a rapidly evolving field with two recent paradigm

shifts. First, towards finetuning pre-trained encoder-decoder models, and

second and even more recently, towards zero-shot prompting of instruction-

tuned language models. As a result of these developments, it appears that

single-document summarization has reached a tipping point where the focus

on improving automated metrics has diminishing returns and might even

misdirect the research community. Therefore, we suggest a shift of emphasis

towards improving human evaluation protocols and exploring self-evaluation

of LLMs. Additionally, more targeted evaluation of certain aspects, such as

factuality, should be considered and more broadly the uncovering of capabil-

ities of pre-trained language models and fine-tuned summarization models.

However, when contemplating summarization in a wider scope, tasks such as

multi-document summarization and multi-modal summarization continue

to present significant hurdles. Nonetheless, abstractive text summarization

systems for single documents have matured and are rapidly being integrated

into consumer products.



Fabian Retkowski: The current state of summarization 303

List of references

Beltagy, Iz/Peters, Matthew E./Cohan, Arman (2020): Longformer: The Long-

Document Transformer, arXiv Preprint (http://arxiv.org/abs/2004.05150).

Bhaskar, Adithya/Fabbri, Alex/Durrett, Greg (2023): “Prompted Opinion Sum-

marization with GPT3.5.” In: Findings of the Association for Computa-

tional Linguistics (ACL 2023), Toronto, Canada, pp. 9282–9300.

BigScience Workshop (2022): BLOOM: A 176B-Parameter Open-Access Multi-

lingual Language Model, arXiv Preprint (http://arxiv.org/abs/2211.05100).

Brown, Tom/Mann, Benjamin/Ryder, Nick/Subbiah, Melanie/Kaplan, Jared

D./Dhariwal, Prafulla/Neelakantan, Arvind/et al. (2020): “Language Mod-

els are Few-Shot Learners.” In: Advances inNeural Information Processing

Systems 33 (NeurIPS 2020), Vancouver, Canada (https://proceedings.neu

rips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-

Abstract.html).

Butcher, Mike (2022): “Here’s why a gold rush of NLP startups is about to ar-

rive.”, July 28, 2022 (https://techcrunch.com/2022/07/28/a-gold-rush-of-n

lp-startups-is-about-to-arrive-heres-why/).

Cachola, Isabel/Lo, Kyle/Cohan, Arman/Weld, Daniel (2020): “TLDR: Extreme

Summarization of Scientific Documents.” In: Findings of the Association

for Computational Linguistics (EMNLP 2020), online, pp. 4766–4777.

Chowdhery, Aakanksha/Narang, Sharan/Devlin, Jacob/Bosma, Maarten/

Mishra, Gaurav/Roberts, Adam/Barham, Paul/et al. (2022): PaLM: Scaling

Language Modeling with Pathways, arXiv Preprint (http://arxiv.org/abs/2

204.02311).

Christiano, Paul F./Leike, Jan/Brown, Tom/Martic, Miljan/Legg, Shane/

Amodei, Dario (2017): “Deep Reinforcement Learning from Human Pref-

erences.” In: Advances inNeural Information Processing Systems 30 (NIPS

2017), Long Beach, CA, USA (https://papers.nips.cc/paper/2017/hash/d5e2

c0adad503c91f91df240d0cd4e49-Abstract.html).

Chung, Hyung Won/Hou, Le/Longpre, Shayne/Zoph, Barret/Tay, Yi/Fedus,

William/Li, Yunxuan/et al. (2022): Scaling Instruction-Finetuned Lan-

guage Models, arXiv Preprint (http://arxiv.org/ abs/2210.11416).

Colombo, Pierre/Peyrard, Maxime/Noiry, Nathan/West, Robert/Piantanida,

Pablo (2022): The Glass Ceiling of Automatic Evaluation in Natural Lan-

guage Generation, arXiv Preprint (http://arxiv.org/abs/2208.14585).

Fabbri, Alexander R./Kryściński, Wojciech/McCann, Bryan/Xiong, Caiming/

Socher, Richard/Radev,Dragomir (2021): “SummEval: Re-evaluating Sum-

http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2004.05150
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
http://arxiv.org/abs/2211.05100
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
https://techcrunch.com/2022/07/28/a-gold-rush-of-nlp-startups-is-about-to-arrive-heres-why/
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
http://arxiv.org/abs/2204.02311
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
https://papers.nips.cc/paper/2017/hash/d5e2c0adad503c91f91df240d0cd4e49-Abstract.html
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585
http://arxiv.org/abs/2208.14585


304 Beyond Quantity

marization Evaluation.” In: Transactions of the Association for Computa-

tional Linguistics 9, pp. 391–409.

Gidiotis, Alexios/Tsoumakas, Grigorios (2020): “A Divide-and-Conquer Ap-

proach to the Summarization of Long Documents.” In: IEEE/ACM Trans-

actions on Audio, Speech, and Language Processing 28, pp. 3029–3040.

Gliwa, Bogdan/Mochol, Iwona/Biesek, Maciej/Wawer, Aleksander (2019):

“SAMSum Corpus: A Human-annotated Dialogue Dataset for Abstractive

Summarization.” In: Proceedings of the 2nd Workshop on New Frontiers

in Summarization, Hong Kong, China, pp. 70–79.

Goodwin, Travis/Savery, Max/Demner-Fushman, Dina (2020): “Flight of the

PEGASUS? Comparing Transformers on Few-shot and Zero-shot Multi-

document Abstractive Summarization.” In: Proceedings of the 28th Inter-

national Conference on Computational Linguistics, Barcelona, Spain (On-

line), pp. 5640–5646.

Goyal, Tanya/Li, Junyi Jessy/Durrett, Greg (2022): News Summarization and

Evaluation in the Era of GPT-3, arXiv Preprint (http://arxiv.org/abs/2209.1

2356).

Guo, Mandy/Ainslie, Joshua/Uthus, David/Ontanon, Santiago/Ni, Jianmo/

Sung, Yun-Hsuan/Yang, Yinfei (2022): “LongT5: Efficient Text-To-Text

Transformer for Long Sequences.” In: Findings of the Association for Com-

putational Linguistics (NAACL 2022), Seattle, USA, pp. 724–736.

He, Junxian/Kryscinski, Wojciech/McCann, Bryan/Rajani, Nazneen/Xiong,

Caiming (2022): “CTRLsum: Towards Generic Controllable Text Summa-

rization.” In: Proceedings of the 2022 Conference on Empirical Methods

in Natural Language Processing, Abu Dhabi, United Arab Emirates, pp.

5879–5915.

He, Pengcheng/Peng, Baolin/Wang, Song/Liu, Yang/Xu, Ruochen/Hassan,

Hany/Shi, Yu/et al. (2023): “Z-Code++: A Pretrained LanguageModel Opti-

mized for Abstractive Summarization.” In: Proceedings of the 61st Annual

Meeting of the Association for Computational Linguistics (Volume 1: Long

Papers), Toronto, Canada, pp. 5095–5112.

Hendrycks, Dan/Burns, Collin/Basart, Steven/Zou, Andy/Mazeika, Mantas/

Song, Dawn/Steinhardt, Jacob (2020): “Measuring Massive Multitask Lan-

guage Understanding.” In: 9th International Conference on Learning Rep-

resentations (ICLR 2021), Virtual Event (https://openreview.net/forum?id

=d7KBjmI3GmQ).

Herskowitz, Nicole (2023): “Microsoft Teams Premium: Cut costs and add

AI-powered productivity.”, February 1, 2023 (https://www.microsoft.com/

http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
http://arxiv.org/abs/2209.12356
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://openreview.net/forum?id=d7KBjmI3GmQ
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/


Fabian Retkowski: The current state of summarization 305

en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-co

sts-and-add-ai-powered-productivity/).

Hillier, Sheena/Gallé, Matthias (2023): “Introducing Cohere Summarize Beta:

A New Endpoint for Text Summarization.”, February 22, 2023 (https://txt.

cohere.ai/summarize-beta/).

Hoffmann, Jordan/Borgeaud, Sebastian/Mensch, Arthur/Buchatskaya, Elena/

Cai, Trevor/Rutherford, Eliza/de Las Casas, Diego/et al. (2022): Training

Compute-Optimal Large LanguageModels, arXiv Preprint (https://arxiv.o

rg/abs/2203.15556).

Iyer, Srinivasan/Lin, Xi Victoria/Pasunuru, Ramakanth/Mihaylov, Todor/

Simig, Daniel/Yu, Ping/Shuster, Kurt/et al. (2023): OPT-IML: Scaling Lan-

guage Model Instruction Meta Learning through the Lens of Generaliza-

tion, arXiv Preprint (http://arxiv.org/abs/2212.12017).

Jaegle, Andrew/Borgeaud, Sebastian/Alayrac, Jean-Baptiste/Doersch, Carl/

Ionescu, Catalin/Ding, David/Koppula, Skanda/et al. (2021): “Perceiver IO:

A General Architecture for Structured Inputs &Outputs.” In:The Tenth In-

ternational Conference on Learning Representations (ICLR 2022), Virtual

Event (https://openreview.net/forum?id=fILj7WpI-g).

Jangra, Anubhav/Mukherjee, Sourajit/Jatowt, Adam/Saha, Sriparna/

Hasanuzzaman, Mohammad (2023): A Survey on Multi-modal Sum-

marization, arXiv Preprint (http://arxiv.org/abs/ 2109.05199).

Ji, Ziwei/Lee, Nayeon/Frieske, Rita/Yu, Tiezheng/Su, Dan/Xu, Yan/Ishii, Et-

suko/et al. (2023): “Survey of Hallucination in Natural Language Genera-

tion.” In: ACMComputing Surveys 55/12 (https://doi.org/10.1145/3571730).

Kadavath, Saurav/Conerly, Tom/Askell, Amanda/Henighan, Tom/Drain,

Dawn/Perez, Ethan/Schiefer, Nicholas/et al. (2022): Language Models

(Mostly) KnowWhatThey Know, arXiv Preprint (http://arxiv.org/abs/2207

.05221).

Karpukhin, Vladimir/Oguz, Barlas/Min, Sewon/Lewis, Patrick/Wu, Ledell/

Edunov, Sergey/Chen, Danqi/Yih, Wen-Tau (2020): “Dense Passage Re-

trieval for Open-Domain Question Answering.” In: Proceedings of the

2020 Conference on Empirical Methods in Natural Language Processing

(EMNLP), Online, pp. 6769–6781.

Kikuchi, Yuta/Neubig, Graham/Sasano, Ryohei/Takamura, Hiroya/Okumura,

Manabu (2016): “Controlling Output Length in Neural Encoder-Decoders.”

In: Proceedings of the 2016 Conference on Empirical Methods in Natural

Language Processing, Austin, TX, USA, pp. 1328–1338.

https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://www.microsoft.com/en-us/microsoft-365/blog/2023/02/01/microsoft-teams-premium-cut-costs-and-add-ai-powered-productivity/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://txt.cohere.ai/summarize-beta/
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
https://arxiv.org/abs/2203.15556
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
http://arxiv.org/abs/2212.12017
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
https://openreview.net/forum?id=fILj7WpI-g
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
http://arxiv.org/abs/
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
https://doi.org/10.1145/3571730
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221
http://arxiv.org/abs/2207.05221


306 Beyond Quantity

Kocmi, Tom/Federmann, Christian (2023): Large Language Models Are State-

of-the-Art Evaluators of Translation Quality, arXiv Preprint (http://arxiv.o

rg/abs/2302.14520).

Kryscinski,Wojciech/McCann,Bryan/Xiong,Caiming/Socher,Richard (2020):

“Evaluating the Factual Consistency of Abstractive Text Summarization.”

In: Proceedings of the 2020 Conference on Empirical Methods in Natural

Language Processing (EMNLP), Online, pp. 9332–9346.

Ladhak, Faisal/Li, Bryan/Al-Onaizan, Yaser/McKeown, Kathleen (2020): “Ex-

ploring Content Selection in Summarization of Novel Chapters.” In: Pro-

ceedings of the 58th Annual Meeting of the Association for Computational

Linguistics, Online, pp. 5043–5054.

Larkin,Theresa (2022): “Zoom IQ for Sales: Conversational intelligence for sell-

ers.”, April 13, 2022 (https://blog.zoom.us/zoom-iq-for-sales/).

Lewis, Mike/Liu, Yinhan/Goyal, Naman/Ghazvininejad, Marjan/Mohamed,

Abdelrahman/Levy, Omer/Stoyanov, Veselin/Zettlemoyer, Luke (2020):

“BART: Denoising Sequence-to-Sequence Pre-training for Natural Lan-

guage Generation, Translation, and Comprehension.” In: Proceedings of

the 58th AnnualMeeting of the Association for Computational Linguistics,

Online, pp. 7871–7880.

Li, Haoran/Zhu, Junnan/Ma, Cong/Zhang, Jiajun/Zong, Chengqing (2017):

“Multi-modal Summarization for Asynchronous Collection of Text, Im-

age, Audio and Video.” In: Proceedings of the 2017 Conference on Empir-

ical Methods in Natural Language Processing, Copenhagen,Denmark, pp.

1092–1102.

Li, Manling/Zhang, Lingyu/Ji, Heng/Radke, Richard J. (2019): “Keep Meeting

Summaries on Topic: Abstractive Multi-Modal Meeting Summarization.”

In: Proceedings of the 57th Annual Meeting of the Association for Compu-

tational Linguistics, Florence, Italy, pp. 2190–2196.

Li, Wei/Xiao, Xinyan/Liu, Jiachen/Wu, Hua/Wang, Haifeng/Du, Junping

(2020): “Leveraging Graph to Improve Abstractive Multi-Document Sum-

marization.” In: Proceedings of the 58th AnnualMeeting of the Association

for Computational Linguistics, Online, pp. 6232–6243.

Lin, Chin-Yew (2004): “ROUGE: A Package for Automatic Evaluation of Sum-

maries.” In: Text SummarizationBranchesOut.Proceedings of the ACL-04

Workshop, Barcelona, Spain, pp. 74–81.

Liu, Peter J./Saleh, Mohammad/Pot, Etienne/Goodrich, Ben/Sepassi, Ryan/

Kaiser, Lukasz/Shazeer, Noam (2018): “Generating Wikipedia by Summa-

rizing LongSequences.” In: 6th International Conference onLearningRep-

http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
http://arxiv.org/abs/2302.14520
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/
https://blog.zoom.us/zoom-iq-for-sales/


Fabian Retkowski: The current state of summarization 307

resentations (ICLR2018),Vancouver,Canada (https://openreview.net/foru

m?id=Hyg0vbWC-).

Liu, Yang/Lapata,Mirella (2019a): “Hierarchical Transformers forMulti-Docu-

ment Summarization.” In: Proceedings of the 57th Annual Meeting of the

Association for Computational Linguistics, Florence, Italy, pp. 5070–5081.

Liu, Yang/Lapata, Mirella (2019b): “Text Summarization with Pretrained En-

coders.” In: Proceedings of the 2019 Conference on Empirical Methods in

Natural Language Processing and the 9th International Joint Conference

onNatural LanguageProcessing (EMNLP-IJCNLP),HongKong,China,pp.

3730–3740.

Liu, Yixin/Fabbri, Alex/Liu, Pengfei/Zhao, Yilun/Nan, Linyong/Han, Ruilin/

Han, Simeng/et al. (2023): “Revisiting theGold Standard: Grounding Sum-

marizationEvaluationwithRobustHumanEvaluation.” In: Proceedings of

the 61st Annual Meeting of the Association for Computational Linguistics

(Volume 1: Long Papers), Toronto, Canada, pp. 4140–4170.

Liu, Yixin/Liu, Pengfei/Radev, Dragomir/Neubig, Graham (2022): “BRIO:

BringingOrder toAbstractive Summarization.” In: Proceedings of the 60th

Annual Meeting of the Association for Computational Linguistics (Volume

1: Long Papers), Dublin, Ireland, pp. 2890–2903.

Liu, Yizhu/Jia, Qi/Zhu, Kenny (2022): “Length Control in Abstractive Summa-

rization by Pretraining Information Selection.” In: Proceedings of the 60th

Annual Meeting of the Association for Computational Linguistics (Volume

1: Long Papers), Dublin, Ireland, pp. 6885–6895.

Liu, Yizhu/Luo, Zhiyi/Zhu, Kenny (2018): “Controlling Length in Abstractive

Summarization Using a Convolutional Neural Network.” In: Proceedings

of the 2018 Conference on Empirical Methods in Natural Language Pro-

cessing, Brussels, Belgium, pp. 4110–4119.

Midha, Anjney (2023): “Discord is Your Place for AI with Friends.”, March

13, 2023 (https://discord.com/blog/ai-on-discord-your-place-for-ai-with-

friends).

Muennighoff, Niklas/Wang, Thomas/Sutawika, Lintang/Roberts, Adam/

Biderman, Stella/Le Scao, Teven/Bari,M. Saiful/et al. (2023): “Crosslingual

Generalization through Multitask Finetuning.” In: Proceedings of the 61st

Annual Meeting of the Association for Computational Linguistics (Volume

1: Long Papers), Toronto, Canada, pp. 15991–16111.

Nallapati, Ramesh/Zhou, Bowen/dos santos, Cicero Nogueira/Gulcehre,

Caglar/Xiang, Bing (2016): Abstractive Text Summarization Using Se-

https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://openreview.net/forum?id=Hyg0vbWC
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends
https://discord.com/blog/ai-on-discord-your-place-for-ai-with-friends


308 Beyond Quantity

quence-to-Sequence RNNs and Beyond, arXiv Preprint (http://arxiv.org/a

bs/1602.06023).

Ouyang, Long/Wu, Jeffrey/Jiang, Xu/Almeida, Diogo/Wainwright, Carroll/

Mishkin, Pamela/Zhang, Chong/et al. (2022): “Training language models

to follow instructionswith human feedback.” In: Advances inNeural Infor-

mation Processing Systems 35 (NeurIPS 2022), New Orleans, USA/Online,

pp. 27730–27744.

Pagnoni, Artidoro/Balachandran, Vidhisha/Tsvetkov, Yulia (2021): “Under-

standing Factuality in Abstractive Summarization with FRANK: A Bench-

mark for FactualityMetrics.” In: Proceedings of the 2021 Conference of the

NorthAmericanChapter of theAssociation forComputational Linguistics:

Human Language Technologies, Online, pp. 4812–4829.

Parthasarathy, Vijay (2023): “Zoom’s AI innovations empower people.”, Febru-

ary 24, 2023 (https://blog.zoom.us/ai-driven-innovations/).

Pasunuru, Ramakanth/Liu, Mengwen/Bansal, Mohit/Ravi, Sujith/Dreyer,

Markus (2021): “Efficiently Summarizing Text and Graph Encodings of

Multi-Document Clusters.” In: Proceedings of the 2021 Conference of the

NorthAmericanChapter of theAssociation forComputational Linguistics:

Human Language Technologies, Online, pp. 4768–4779.

Qin, Chengwei/Zhang, Aston/Zhang, Zhuosheng/Chen, Jiaao/Yasunaga,

Michihiro/Yang, Diyi (2023): Is ChatGPT a General-Purpose Natural

Language Processing Task Solver?, arXiv Preprint (http://arxiv.org/abs/23

02.06476).

Rae, Jack W./Borgeaud, Sebastian/Cai, Trevor/Millican, Katie/Hoffmann, Jor-

dan/Song, Francis/Aslanides, John/et al. (2022): Scaling LanguageModels:

Methods, Analysis & Insights from Training Gopher, arXiv Preprint (http:/

/arxiv.org/abs/2112.11446).

Raffel, Colin/Shazeer, Noam/Roberts, Adam/Lee, Katherine/Narang, Sharan/

Matena, Michael/Zhou, Yanqi/Li, Wei/Liu, Peter J. (2020): “Exploring the

Limits of Transfer Learning with a Unified Text-to-Text Transformer.” In:

Journal of Machine Learning Research 21/140, pp. 1–67.

Reed, Scott/Zolna, Konrad/Parisotto, Emilio/Colmenarejo, Sergio Gómez/

Novikov, Alexander/Barth-Maron, Gabriel/Giménez, Mai/et al. (2022): “A

Generalist Agent.” In: Transactions on Machine Learning Research (https

://openreview.net/forum?id=1ikK0kHjvj).

Saito, Itsumi/Nishida, Kyosuke/Nishida, Kosuke/Otsuka, Atsushi/Asano,

Hisako/Tomita, Junji/Shindo, Hiroyuki/Matsumoto, Yuji (2020): Length-

http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
http://arxiv.org/abs/1602.06023
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
https://blog.zoom.us/ai-driven-innovations/
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2302.06476
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
http://arxiv.org/abs/2112.11446
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj
https://openreview.net/forum?id=1ikK0kHjvj


Fabian Retkowski: The current state of summarization 309

controllable Abstractive Summarization by Guiding with Summary

Prototype, arXiv Preprint (http://arxiv.org/abs/2001.07331).

Saleh, Mohammad/Kannan, Anjuli (2022): “Auto-generated Summaries in

Google Docs.”,March 23, 2022 (https://ai.googleblog.com/2022/03/auto-g

enerated-summaries-in-google-docs.html).

Saleh, Mohammad/Wang, Yinan (2022): “Conversation Summaries in Google

Chat.”, November 18, 2022 (https://ai.googleblog.com/2022/11/conversati

on-summaries-in-google-chat.html).

Sanh, Victor/Webson, Albert/Raffel, Colin/Bach, Stephen H./Sutawika, Lin-

tang/Alyafeai, Zaid/Chaffin, Antoine/et al. (2022): Multitask Prompted

Training Enables Zero-Shot Task Generalization, arXiv Preprint (http://a

rxiv.org/abs/2110.08207).

See, Abigail/Liu, Peter J./Manning, Christopher D. (2017): “Get To The Point:

Summarization with PointerGenerator Networks.” In: Proceedings of the

55thAnnualMeetingof theAssociation forComputational Linguistics (Vol-

ume 1: Long Papers), Vancouver, Canada, pp. 1073–1083.

Sharma, Eva/Li, Chen/Wang, Lu (2019): “BIGPATENT: A Large-Scale Dataset

for Abstractive and Coherent Summarization.” In: Proceedings of the 57th

Annual Meeting of the Association for Computational Linguistics, Flo-

rence, Italy, pp. 2204–2213.

Szyndzielorz, Julia (2023): “Opera enters the generative AI space with new fea-

tures in browsers and content apps.”, February 10, 2023 (https://blogs.ope

ra.com/news/2023/02/opera-aigc-integration/).

Taori,Rohan/Gulrajani, Ishaan/Zhang,Tianyi/Dubois, Yann/Guestrin,Carlos/

Liang, Percy/Hashimoto, Tatsunori B. (2023): “Alpaca: A Strong, Replicable

Instruction-Following Model.”, March 13, 2023 (https://crfm.stanford.edu

/2023/03/13/alpaca.html).

Tay, Yi/Dehghani, Mostafa/Tran, Vinh Q./Garcia, Xavier/Wei, Jason/Wang,

Xuezhi/Chung, HyungWon/et al. (2022): “UL2: Unifying Language Learn-

ing Paradigms.” In: The Eleventh International Conference on Learning

Representations (ICLR 2023), Kigali, Rwanda (https://openreview.net/for

um?id=6ruVLB727MC).

Taylor, Ross/Kardas, Marcin/Cucurull, Guillem/Scialom, Thomas/Hartshorn,

Anthony/Saravia, Elvis/Poulton, Andrew/Kerkez, Viktor/Stojnic, Robert

(2022): Galactica: A Large Language Model for Science, arXiv Preprint (h

ttp://arxiv.org/abs/2211.09085).

http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
http://arxiv.org/abs/2001.07331
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/03/auto-generated-summaries-in-google-docs.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
https://ai.googleblog.com/2022/11/conversation-summaries-in-google-chat.html
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
http://arxiv.org/abs/2110.08207
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://blogs.opera.com/news/2023/02/opera-aigc-integration/
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
https://openreview.net/forum?id=6ruVLB727MC
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085
http://arxiv.org/abs/2211.09085


310 Beyond Quantity

The Vicuna Team (2023): “Vicuna: An Open-Source Chatbot Impressing GPT-4

with 90%* ChatGPT Quality.”, March 30, 2023 (https://lmsys.org/blog/202

3-03-30-vicuna).

Toews, Rob (2022): “A Wave Of Billion-Dollar Language AI Startups Is Com-

ing.”, March 27, 2022 (https://www.forbes.com/sites/robtoews/2022/03/2

7/a-wave-of-billion-dollar-language-ai-startups-is-coming/).

Touvron, Hugo/Lavril, Thibaut/Izacard, Gautier/Martinet, Xavier/Lachaux,

Marie-Anne/Lacroix, Timothee/Rozière, Baptiste/et al. (2023): LLaMA:

Open and Efficient Foundation Language Models, arXiv Preprint (https:/

/arxiv.org/abs/2302.13971).

Wang, Alex/Pang, Richard Yuanzhe/Chen, Angelica/Phang, Jason/Bowman,

Samuel R. (2022): “SQuALITY: Building a Long-Document Summarization

Dataset theHardWay.” In: Proceedings of the 2022 Conference on Empiri-

calMethods inNatural LanguageProcessing,AbuDhabi,UnitedArabEmi-

rates, pp. 1139–1156.

Wang, Alex/Pruksachatkun, Yada/Nangia, Nikita/Singh, Amanpreet/Michael,

Julian/Hill, Felix/Levy, Omer/Bowman, Samuel (2019): “SuperGLUE: A

Stickier Benchmark for General-Purpose Language Understanding Sys-

tems.” In: Advances inNeural InformationProcessingSystems 32 (NeurIPS

2019),Vancouver,Canada (https://proceedings.neurips.cc/paper_files/pap

er/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html).

Wang, Yizhong/Kordi, Yeganeh/Mishra, Swaroop/Liu, Alisa/Smith, Noah A./

Khashabi, Daniel/Hajishirzi, Hannaneh (2023): “Self-Instruct: Aligning

LanguageModelswithSelf-Generated Instructions.” In: Proceedingsof the

61st AnnualMeeting of the Association forComputational Linguistics (Vol-

ume 1: Long Papers), Toronto, Canada, pp. 13484–13508.

Wenger, Jacob (2023): “AIEmail Summaries: Reademails in seconds.”,February

27, 2023 (https://www.shortwave.com/blog/ai-email-summaries/).

Wu, Jeff/Ouyang, Long/Ziegler,DanielM./Stiennon,Nisan/Lowe, Ryan/Leike,

Jan/Christiano, Paul (2021): Recursively Summarizing Books with Human

Feedback, arXiv Preprint (http://arxiv.org/abs/2109.10862).

Xiao, Wen/Beltagy, Iz/Carenini, Giuseppe/Cohan, Arman (2022): “PRIMERA:

Pyramid-based Masked Sentence Pre-training for Multi-document Sum-

marization.” In: Proceedings of the 60thAnnualMeeting of theAssociation

for Computational Linguistics (Volume 1: Long Papers), Dublin, Ireland,

pp. 5245–5263.

https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://lmsys.org/blog/2023-03-30-vicuna
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://www.forbes.com/sites/robtoews/2022/03/27/a-wave-of-billion-dollar-language-ai-startups-is-coming/
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.13971
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2019/hash/4496bf24afe7fab6f046bf4923da8de6-Abstract.html
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
https://www.shortwave.com/blog/ai-email-summaries/
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862
http://arxiv.org/abs/2109.10862


Fabian Retkowski: The current state of summarization 311

Xiao, Wen/Xie, Yujia/Carenini, Giuseppe/He, Pengcheng (2023): ChatGPT-

steered Editing Instructor for Customization of Abstractive Summariza-

tion, arXiv Preprint (http://arxiv .org/abs/2305.02483).

Yang, Xianjun/Li, Yan/Zhang, Xinlu/Chen, Haifeng/Cheng, Wei (2023): Ex-

ploring the Limits ofChatGPT forQuery orAspect-basedText Summariza-

tion, arXiv Preprint (http://arxiv.org/abs/2302.08081).

Yuan, Weizhe/Neubig, Graham/Liu, Pengfei (2021): “BARTScore: Evaluating

Generated Text as Text Generation.” In: Advances in Neural Information

Processing Systems 34 (NeurIPS 2021), Online, pp. 27263–27277.

Zhang, Daniel/Maslej, Nestor/Brynjolfsson, Erik/Etchemendy, John/Lyons,

Terah/Manyika, James/Ngo, Helen/et al. (2022): The AI Index 2022 Annual

Report, arXiv Preprint (http://arxiv.org/ abs/2205.03468).

Zhang, Jingqing/Zhao, Yao/Saleh, Mohammad/Liu, Peter (2020): “PEGASUS:

Pre-training with Extracted Gap-sentences for Abstractive Summariza-

tion.” In: Proceedings of the 37th International Conference on Machine

Learning, Online, pp. 11328–11339.

Zhang, Susan/Roller, Stephen/Goyal, Naman/Artetxe, Mikel/Chen, Moya/

Chen, Shuohui/Dewan, Christopher/et al. (2022): OPT: Open Pre-trained

Transformer Language Models, arXiv Preprint (http://arxiv.org/abs/2205.

01068).

Zhang, Tianyi/Kishore, Varsha/Wu, Felix/Weinberger, Kilian Q./Artzi, Yoav

(2019): BERTScore: Evaluating Text Generation with BERT, OpenReview

Preprint (https://openreview .net/forum?id=SkeHuCVFDr).

Zhang, Tianyi/Ladhak, Faisal/Durmus, Esin/Liang, Percy/McKeown, Kath-

leen/Hashimoto,TatsunoriB. (2023): BenchmarkingLargeLanguageMod-

els for News Summarization, arXiv Preprint (http://arxiv.org/abs/2301.138

48).

Zhang, Yusen/Ni, Ansong/Mao, Ziming/Wu, Chen Henry/Zhu, Chenguang/

Deb, Budhaditya/Awadallah, Ahmed/Radev, Dragomir/Zhang, Rui (2022):

“Summ^N: A Multi-Stage Summarization Framework for Long Input Di-

alogues and Documents.” In: Proceedings of the 60th Annual Meeting of

the Association for Computational Linguistics (Volume 1: Long Papers),

Dublin, Ireland, pp. 1592–1604.

Zhao, Ivan (2023): “Notion AI is Here, for Everyone.”, February 22, 2023 (https:

//www.notion.so/blog/notion-ai-is-here-for-everyone).

Zhao,Yao/Saleh,Mohammad/Liu,Peter J. (2020): SEAL: Segment-wiseExtrac-

tive-Abstractive Long-form Text Summarization, arXiv Preprint (http://ar

xiv.org/abs/2006.10213).

http://arxiv
http://arxiv
http://arxiv
http://arxiv
http://arxiv
http://arxiv
http://arxiv
http://arxiv
http://arxiv
http://arxiv
http://arxiv
http://arxiv
http://arxiv
http://arxiv
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/abs/2302.08081
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
http://arxiv.org/abs/2205.01068
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
https://openreview
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
http://arxiv.org/abs/2301.13848
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
https://www.notion.so/blog/notion-ai-is-here-for-everyone
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213
http://arxiv.org/abs/2006.10213


312 Beyond Quantity

Zhong, Ming/Liu, Pengfei/Wang, Danqing/Qiu, Xipeng/Huang, Xuanjing

(2019): “Searching for Effective Neural Extractive Summarization: What

Works andWhat’s Next.” In: Proceedings of the 57th AnnualMeeting of the

Association for Computational Linguistics, Florence, Italy, pp. 1049–1058.



Opacity and reproducibility in data processing

Reflections on the dependence of AI

on the data ecosystem

Sabina Leonelli

1. Introduction

It is sometimes argued that AI tools, though strongly dependent on the avail-

ability of large volumes of training data for their accuracy and effectiveness,

are becoming increasingly less constrained by the scope and biases of the data

themselves – both because the quantity and variety of data used to train al-

gorithms grows at vertiginous speed, and because AI gets exponentially bet-

ter at correcting bias and calibrating results towards specific, accurate solu-

tions.Without wishing to deny such advancements and the resulting increase

in potential for these technologies, I here maintain that AI is still strongly tied

to the quality and representativeness of training data and that existing data

gaps are not credibly filled by data produced for that very purpose, given that

such production is strongly informed by expectations around the outputs and

the focus on algorithmic outputs is taking attention away from the decision-

making happening at various stages of data elaboration. Indeed, simulated,

augmented, or synthetic data, which are supposedly ‘artificial’ insofar as they

are created by humans for training algorithms and are not meant to faithfully

document a specific aspect of the world, are produced and processed through

specific assumptions about what the world may be like or what characteris-

tics of the world one may be interested in.Whether or not these assumptions

are explicitly identified and debated, they play an important role in framing

theways inwhich algorithms are developed tomine,model and visualize data,

and thus directly affect the goals, methods and tools of AI. In what follows,

I reflect on these concerns and on their implications for how we may under-

stand the notion of opacity, so often identified as a major concern in the use
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of AI for research purposes, and its relation to the reproducibility of research,

that is the idea that it is possible to ascertain the credibility of specific outputs

through success in re-creating them,which in turn involves someunderstand-

ing of how they were produced in the first place.

2. Investigating research data journeys

My research concerns knowledge production through AI, particularly in the

biological, biomedical and environmental domains. In that context I am in-

terested in the extent to which insights derived from existing knowledge and

research shape AI-powered data analytics and how/if such analytics are them-

selves capable of producing novel insights. As awindow towards that problem,

I have investigated not just what data collections exist –what people can actu-

ally source as input for their analysis – but also how data aremobilized once they

have been generated and/or collected, garnered into digital infrastructures,

and eventually re-used. I have traced and theorized such processes as “data

journeys” (Leonelli/Tempini 2020), with a particular interest in data sets that

get repurposed several times by people with different expertises. One example

is data collected from social media (tweets, comments, ‘likes’) being reused to

track public health concerns – as for instance happened during the COVID-19

pandemic – as well as mobility trends, such as how often people use public

transport following periods of lock-down (e.g. Leonelli et al. 2021; Leonelli

2021). Another example is data acquired from detailed satellite imaging of

specific territories, which are used to study phenomena as wide-ranging as

deforestation trends, farming habits, urban planning andmigration patterns,

depending on how the images are processed and what other datasets they

are combined with (Leonelli/Williamson 2023). Such situations are prime in-

stances of what AI tools are supposed to achieve:That is, to enable researchers

to recombine and reanalyse existing datasets for a variety of purposes, thereby

extracting maximum value from the data as evidence for knowledge claims

and related interventions.

The major challenge in tracking data journeys has been thinking about

what happens when you have a very large, heterogeneous set of data and

people need to rely on that dataset to do certain kinds of work, but at the

same time have to make decisions about what part of that data they can trust.
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How should/can the reliability of data and the quality of the information that

is to be extracted from it be assessed? Who do you collaborate with when

you’re trying to do this kind of work, and how do you make such decisions?

How is expertise distributed across data journeys, including the employment

of data within AI, and which of the experts involved are accountable for the

overarching outcomes of that complex system? The moment we are plunged

into a large data ecosystem, we are often looking at thousands of people who

have been working on that ecosystem and changing it to fit their aspirations,

assumptions and goals.How to trust such a distributed system – does it mean

verifying whether each individual contributor has done a good job, and if so,

how can this be done? Are there ways to verify the quality and reliability of

data ecosystems beyond the reconstruction of individual contributions, and if

so, what are they?

I have explored these questions in collaboration with Niccolò Tempini and

several collaborators from the natural sciences throughDATA_SCIENCE (“The

EpistemologyofData-IntensiveScience”),aproject sponsoredby theEuropean

ResearchCouncilwhich ran from2014 to 2019 and focusedon the epistemology

of data science and its applications in biology and biomedicine.We attempted

to follow some datasets from the moment they were created to the moment

they were organized into data infrastructures and further reused in a variety

of projects. In an approach closely aligned with the infrastructural inversion

pioneered by Geoffrey Bowker and Susan Leigh Star (1999), the starting point

typically was data infrastructures, because this was amoment in the history of

datawhenwe beganwitnessing different perspectives on the conditions under

which data could be used – intelligibly and actionably. From there, the next

step was to find out where data were originally sourced and investigate how

they were deployed and interpreted by database users.This was a difficult en-

terprise because you cannot tag data – it has been tried and found to be toodif-

ficult to implement. It is a formofdetectivework to try and trackwhathappens

to particular data sets, how they getmodified and reshaped tofit different pur-

poses and what the consequences for knowledge production are, particularly

in cases where there are some very substantive disagreements between people

who produce or collect data in the first place, and people who end up reusing

them in a different environment and giving thema completely differentmean-

ing and frame of reference,which is where we sawmany of these kinds of con-

flicts.
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3. In-practice opacity within data ecosystems

Here is one potential representation of the research landscape viewed from

the perspective of datamovements and reanalysis (see fig. 1).The blue boxes in

themiddle of this figure are various databases. Sometimes they overlap, some-

times not:They are haphazardly overlapping.They tend to be funded in differ-

ent ways and for different purposes by different institutions.They have differ-

ent objectives. They have different lifespans and different types of data inter-

sect with these data infrastructures,which different audiences use in different

ways. A noteworthy aspect when considering data ecosystems as a serendip-

itous, organically growing ensemble is the fact that people who end up using

data very often not only do not have a clue howdatawere processed orwhat the

underlying structure of the organizations that are caring for,maintaining and

stewarding thedata,are.Even in the rare caseswhen there is away to trackdata

processing within a given database, with detailed information about where

data comes from and how they have been manipulated, it would take too long

to understand this narrative and its implications for one’s work. Thus, effec-

tively these systems become black boxes.This is not in-principle opacity of the

kind sometimes encountered in AI tools, where we simply do not know – and

cannot explain – howmachines are generating a given output.This is in-prac-

tice opacity, emerging from pragmatic issues of tractability and intelligibility

of large data structures. Even in a situation where there are enough metadata

and contextual information that you could try and reconstruct the whole his-

tory of the data, thereby better understanding what decisions have shaped its

processing and why, such an enterprise becomes undoable for lack of time.

All the cases we examined kept showing us that the bigger the exercise in

data linkage and reuse, the bigger the effort to calibrate, process,reprocess and

reanalyze the data that went into the system, in the attempt to make sure that

the results were reliable.There is a constant and growing tension between the

need to consider the history of the data to understand which of these correla-

tions you could even set up, let alone trust for furtherwork, and the imperative

of feeding data like this to AI systems and accelerate the production of poten-

tial inferences by using some of these objects as training data for a variety of

algorithms.
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Figure 1: A schematic representation of the research data ecosystem. Translated in English from

Leonelli 2018a.

Myperspective on the epistemology of data originates in the consideration

of the multitude of ways in which people interact with the world and generate

artifacts (images, numbers, textual descriptions) that are meant to capture or

document these interactions in some way. Many interactions with the world

produce some kind of object or atrace of some sort, and those objects may or

may not be processed as data. Inmy view, data does not become a representa-

tion of theworld until it gets clustered, ordered and interpreted in a particular
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kind of way. In other words, data models represent specific phenomena; data

represent objects that are processed and stewarded for their potential to serve

such representational purposes. Once a decision has been made about what

data may be evidence for, the resulting models are used to interpret the data

and acquire knowledge, which in turn informs further interactions with the

world (Leonelli 2016).

There is a fragility and unreliability to the current data system, since it is

hard todistinguishdatasets that have beenwell-maintained andupdated from

those that have not been checked and adequately curated (Floridi/Illari 2014).

Datasets available online are limited and biased, and there is a multitude of

vested interests around which types of data become easier to access or more

valuable to trade (Kitchin 2014; Mackenzie 2017). All these considerations con-

tribute towards enhancing the in-practice opacity of data ecosystems,making

it often near-impossible to unravel such opacity in a way that fosters intelligi-

bility.

4. Reproducibility and the illusion of transparency

Situating data movements within a broad landscape which includes AI tech-

nology, as well as research institutions, industry, policy-making and various

other publics and stakeholders lead to the investigation of the idea, which is

common among supporters of Open Science, that increasing the transparency

through which data processing is documented and explained may contribute

to lessening the opacity characterizing large data ecosystems (Leonelli 2023).

One example of this approach is the discussion of reproducibility, which

includes the application/consideration of a scientific method but also that of

the priorities, goals and interests of the various institutions engaged in sci-

ence. In particular, it interrogates what it means for data-intensive analyses

to be scrutinized, reenacted and understood, nomatter how complex the rele-

vant sources, processes and analytics may be.The debate on reproducibility is

a good representation of how the use of data-hungry AI in research raises is-

sues beyond the traditional questions asked of the statistical methods used to

validate datasets and analyses.While wewitness a large increase of integrated

research efforts and the application of algorithms across large domains, there

are also increasing problems in getting people who are specialists in different

parts of the research ecosystem to interact with each other and assess the

value and significance of each other’s work. Lots of confusion is generated
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by questions around scales and who can be trusted in this kind of landscape.

Peer review is increasingly acknowledged not to workwell when attempting to

check data quality and incentives for researchers to engage in careful scrutiny

of peers remain scarce. A strong reliance on automated research systems

complicates matters further. Within such a landscape, reliance on AI creates

even more a sense of research processes increasingly being impenetrable

black boxes, whose inner mechanisms and functions remain invisible and

unreachable to observers.There is a growingmistrust of scientific results even

by actual scientists, let alone members of the public. The moral economy of

science, strongly grounded on trust among peers, is being disrupted. It is in

this climate of mistrust and uncertainty that the question of opacity associ-

ated with the use of AI in research has acquired poignance and prominence,

prompting calls for explainable and transparent uses of AI for discovery and

warnings against the reliability of systems that do not seem accessible for

scrutiny (Council of Canadian Academies 2022).

There is little doubt that we are witnessing a real challenge in contempo-

rary applications of AI to research processes and that questions around how

such applications should be scrutinized and integrated into existing methods

are urgent and unresolved. I do not think, however, that themain problem lies

with the opacity of research systems per se. To an extent, research processes

have always been and will always be opaque. It is simply impossible to account

for every aspect of a research process, including the tacit knowledge used to

calibrate instruments, set-up experiments, adapt methods to the specific sit-

uation and materials on which research is being carried out. The question is,

rather, what forms of opacity end up being damaging to research and its role

in society.

Reproducibility is often evokedas a solution to theproblemofopacity in re-

search, including in AI applications. You want to try andmake sure that when

you repeat a piece of research, there are some consistent results obtained.This

seems like a fair requirement – a good thing for scientists to try and strive for.

Consequently, there is a push to try and have more transparent sharing of in-

formation, particularly meta and para information around data sets, so it is

easier to evaluate how data have been created and processed, with the aim to

reproduce these conditions.Some even argue that themorewe knowabout the

process of research – the more we can capture, publish, debate and the more

we may be able to automate some of those processes in interesting ways that

can complement and sometimes even substitute humans who are involved in
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a discovery (for a depiction of the debate, see for instance The Royal Society

2019).

Despite its promise, reproducibility however is not a silver bullet. To begin

with, therearemanydifferent typesof reproducibility (Leonelli 2018b; Leonelli/

Lewandoswky 2023) that range from the more classical computational repro-

ducibility, which assumes total control in the system, to reproducible observa-

tions that assume very low controls in terms of statistics, goals and judgments.

There is a big discrepancy in how different domains depend on statistics and

computation, not just as a tool to get the research done, but as a reasoning tool

to make inferences. Clinical trials are typical examples of hypothesis testing

situations wheremethods and results are expected to conform to detailed and

sophisticated advance plans, but there isa lot of exploratory research that op-

erates differently. How stable you assume your background knowledge to be

also makes a difference, as well as whether or not you think it is acceptable for

researchers to declare that they’ve exercised their subjective judgment in set-

ting up their technical system. In evidence-based medicine this is something

that people are not comfortable admitting, because the idea that expert judg-

ment is used in someone’s work is regarded asmaking research subjective and

potentially unreliable.There is a desire to reach conclusions inways that do not

depend on the specific circumstances of the researcher’s judgment. Neverthe-

less, such independence is yet to be found (Leonelli forthcoming).

I amworried about the fact thatwe are often confrontedwith a very narrow

interpretation of reproducibilitywhen thinking about how this principle oper-

ates in research practice. Highly controlled experiments which have pre-spec-

ified goals have come to exemplify best practice for some reason, and rigorous

research, partly because they tend to adhere more easily to potentially mis-

guided ideas about objectivity in science.This ends updoing no justice to other

researchmethods that are accused of being unscientific.We are losing impor-

tant expertise by creating priorities and rankings over what kind of methods

should be prioritized in research. Qualitative research traditions get put aside

and there is a strong emphasis on hypothesis-driven research to the expense

of data mining, where in many cases hypotheses are not specified in advance.

A narrow interpretation of reproducibility sets up a false dichotomy between

quantitative approaches andmore hermeneutic, judgment-based approaches,

which devalues the role of expertise and embodied knowledge in dealing with

data, but also the very significant social context in which research is happen-

ing.This does not resolve at all the problem of reproducibility to start with, be-

cause it really doesn’t necessarily help to distinguish between what may be an
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unintentionalmistake,whatmay be an actual case of cheating, orwhatmay be

a variationwhich is due to differences in research conditions,whichmaybe ac-

tually quite interesting, and the situations where the best guess is to construc-

tively poke at accepted facts.This pursuit of reproducibility as an overarching

epistemic value, particularly when focused on increasing transparency in doc-

umenting researchmethods as a key solution, is not some sort ofmagic trick or

amagic formula for what might constitute good science. It doesn’t necessarily

fix concerns around research quality, since simply providing more informa-

tion about data processing does not necessarily help evaluate such processes –

especially in situations where the processes in question are so vast and com-

plex that they cannot be synthesized or comprehended. Nor does it provide

some universal solution, particularly because there are all these different ways

inwhich you can interpret the possibility,which are active and useful in differ-

ent ways, depending onwhat kind of domain andwhat kind of practices you’re

adopting.

To continue, it does not necessarily help to address systemic issues with

who is incentivized to make their data available, who is incentivized to cu-

rate data properly, and how people are rewarded for documenting their data

management decisions – issues that are at the root of many of the problems

prompting calls for reproducibility.Attention should be redirected towards the

thinking of existing assumptions about hierarchies of evidence, where they

come from and what their effects are likely to be when they become part of

the research infrastructures, including algorithms and machine learning ap-

plications. More reflection also needs to go into what kinds of data should be

preserved for long term storage, dissemination and sharing, and under which

conditions, and how, such choices may bemade accountable within expansive

data ecosystems (Zook et al. 2017; Elliott et al. 2021). Most of our digital data

ecology is ephemeral,with fewattempts to thinkaboutdata collectionanddata

storage online for more than 10 years. Algorithms are currently trained on a

rather serendipitous collection of data,whose availability depends onwhogets

funding at a particular point in time and how tractable data are digitally.There

is a significant skew in the kind of machine-readable data that can be utilized

for algorithmic elaboration. Finally, there is a sidelining of research geared to-

wards involving transdisciplinary communities andexpertise,accompaniedby

an emphasis on short-term outcomes and low-hanging fruit that stays away

from complex, heterogeneous datasets in favor of homogenous, easy-to-han-

dle ones. All this creates skews in the data system feeding AI, which is sure
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to have significant implications for the kinds of questions AI can help answer

more accurately, as well as for the content of those answers.

5. Cracks in the looking glass: AI and the data ecosystem

What are the implications of these reflections for AI? Narrow interpretations

of reproducibility tend to go hand-in-hand with an insistence on computa-

tional tools to automate research processes, with the hope that AI can provide

a quick fix for problems around the quality of research – perhaps even help

researchers to replicate experiments and methods without effort.This consti-

tutes, inmy view, a vicious circle.There is insistence on narrow, computational

understandings of reproducibility because this seems to be awatertightway of

thinking about checking the quality of a particular set of algorithms.However,

this disregards the problems that arise through systems that are difficult to au-

tomate, such as quality checks for domain specific data obtained fromcomplex

experiments and observationalmethods, as well as the limits and histories en-

trenched in the current ecosystemofwidely accessible,machine-readable data

useable for training AI tools.

There is a gulf opening between discussions on reproducibility and what

constitutes reliable training of data, reliable methods and reliable algorithms,

which can be evaluated through those particular tools and others that are seen

to bemuch less reliable because they just don’t fit this kind ofmore automated,

quick, computational check. It is crucial to address how one ought to formu-

late, assess and acknowledge the qualitative judgments that accompany data

drivenmethods. InmanyAIdiscussions there is a tendency to think that judge-

mentsmade around data – in calibrating data, in thinking about what is actu-

ally being processed, in picking training data, in creating artificial data that

may fit new analytic tools – are important, butwill be superseded by the emer-

gence of better and better AI technology and more and more data sets. The

hope is that the biases and the kind of externalities produced by judgments

in those respects will disappear within a beautifully irrefutable and increas-

ingly objective system. By contrast, I and many other scholars interested in

data-intensive AI are seeing it as something quite different. On the one hand,

there is reluctance to acknowledge the methodological choices and assump-

tions made at different points in time within the research process, since those

are seemingly in tension with such promises of progress. On the other hand,

the power exercised by few corporate platforms with the resources to garner,
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mobilize andanalyzedata – therebydecidingwhichdata are valuable,howand

for which purposes – is exasperating the bias, serendipity and digital divides

already thriving in data-intensive systems, thereby increasing the risk of los-

ing perspective on what data are reliable, representative and fit for purpose,

and under which circumstances.We are making tremendous strides in devel-

oping large languagemodels for translating between English,Mandarin, Ger-

manor French,but could there be a comparable data processing effort to do the

same for minority languages? Genomic sequencing is increasingly cheap and

done on a scale that was unimaginable ten years ago, but how can we ensure

that comparable attention is devoted to collecting, mining and interpreting

data about metabolism, development and morphology, thereby probing alter-

natives to genetic determinism? Investment in clinical data on specific phar-

maceutical treatments drives medical advancements, but how can the devel-

opment of a comparable data ecosystem to support research on lifestyle and

social interventions, which may have an equal or better chance to improve in-

dividual health and wellbeing, be ensured? Making AI less opaque and more

accountable includes interrogating the make-up, evolution and future direc-

tors of the data ecosystem, taking into account the multiple goals which AI –

and the underpinning data resources – are meant to serve.
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AI in mathematics

On guided intuition and the new environment of calculation

Gérard Biau in conversation with Anna Echterhölter, January 28, 2023

Echterhölter: As a mathematician by training, as a professor at the Probabil-

ity, Statistics, andModeling Laboratory (LPSM), and as the director of the Sor-

bonne Center for Artificial Intelligence (SCAI), you are in a unique position

to observe current changes within various sciences in response to AI. Given

that research topics and new instruments arrive and fade in all of the sciences,

would you say AI is currently changing mathematics?

Biau: There are different ways of answering this question. About 20 years ago,

mathematics was a kind of a solo science, that you did alone in a library. Today,

we are very strongly influenced byAI tools (of course this does not only concern

mathematicians) which are very much having effects on mathematics in the

sense thatnowmathematiciansuseGoogle, they communicatewith eachother

via email, we have recommendation systems to find papers on the web, etc.

Mathematicians have an aptitude and an openness for using AI tools in their

research.That is the first important point.

The second point that must be underlined, is that machine learning is a

real game changer for mathematicians because it is an experimental science.

In mathematics, when we wrote papers 20 years ago, there were only one or

two authors, it was a kind of confidential science.

Today, in machine learning papers, mathematics is part of the paper and

there arefive, six, sevenauthors,because it’s experimental.Themathematician

here is oftenpart of an interdisciplinary team.This is very interesting,because,

as a result, mathematicians come to play a new role.

We cannot ignore the impact of machine learning on mathematics. It can

reinvent the field with new vocabulary and tools, and the new generation is

totally free with this new system.
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The third point is that it is an auspicious moment for mathematics.There

are new fields of mathematics which have been created because of AI andma-

chine learning. For example, until 20 years ago, high dimension was totally

absent from the statistics world, or even from the world at large. Everything

changed around the year 2000, when genetic data arrived.With genetic data,

you havemillions of dimensions that are much larger than the sample size. So

new tools were invented, new seminars were created, new papers were writ-

ten on this and new methods, of course, were invented for high-dimensional

phenomena.

To continue, I could also cite optimization. These neural nets we are talk-

ing about need optimization to find the right parameters to make the right

decision. When you were an optimizer in the 90s, it was kind of hard to find

an academic position. But today, if you are an optimizer, you have offers from

universities and IT companies. AI is also a game changer from this point of

view. It is the same with topological data analysis, which is the field that anal-

yses the geometrical properties of the cloud points (its density, the number of

components…). Topological data analysis is something new that did not exist

15 years ago.

This is an entirely new field which is newly created in mathematics and

which is an emerging area for the understanding of the properties of big data

sets today. I could also talk about the so-called “physics-informed learning“, a

totally newfield thatmergesdata sciencewith scientific computing. It is amix-

ture of differential equations, evolutionary phenomena andmachine learning.

These two fields are merging because now we have data, we have algorithms

and we have a new point of view on these topics. New areas of mathematics

have been created due to AI and this is an important lesson.

Fourthly and finally, something is emerging today that is not so present in

the mathematics community, but that is there. I am speaking about the use of

AI to prove new theorems or to guide intuition.This is a field that is very, very

important and highly interesting. I am not certain if it will transformmathe-

matics, but what I’m certain about, is that it will helpmathematicians develop

new tools.

Echterhölter: For non-mathematicians it can come as a surprise how much

talk there is about intuition within this most exact of all disciplines. You have

brought up the important category of “guided intuition”,whichdescribes quite

a fundamental change of a mathematical research practice. Hitherto, finding

new proofs has been associated with pen and paper, walks in the woods, sus-
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tained periods of concentration in solitary silence and maybe a chalkboard.

Then came digital tools and especially AI. What happens to this type of prob-

lem solving? Does it give way to newmodes, settings and tools of finding proof

in mathematics entirely? In particular, you have mentioned applications that

assist in mathematics like “Minerva”. Could you elaborate on the role that this

new tool, ormathematical AI, plays formathematicians in “guiding their intu-

ition”?

Biau: There is this tool, Minerva, which is able to solve very simple problems,

say, provide proofs and answer elementary questions (Dyer/Gur-Ari 2022). It

can be defined as a language model that is capable of solving mathematical

problems and scientific questions using step by step reasoning.There is no tool

today that can really solve very complex problem, butMinerva is an interesting

step in this direction, and who knows what will happen in the next couple of

years.

BeyondMinerva, today we have companies such as DeepMind that are in-

terested in using machine learning for guiding intuition. In this regard, there

was an important paper inNature (Davies et al. 2021), in which they used ma-

chine learning toproposenewrelations inpuremathematics, thusallowing the

mathematicians to verify relations suggested by the computer.Theauthors use

data todiscoverpotential patterns and relationsbetweenmathematical objects

and use these observations to guide intuition and propose conjectures.This is

a new type of collaboration between AI andmathematics.

In October 2022, just one weekend before the Paris conference, there was

another breakthrough, another DeepMind paper in Nature (Fawzi et al. 2022).

This time, the computer used machine learning to find a new way to multiply

matrices. It is crucial to stress that multiplying matrices is a very important

concept formachine learning, as it is full ofmatrices! It is very difficult to have

efficient and clever ways to multiply matrices in order to save time and space.

Now,DeepMind’s algorithmwas able to find a newway ofmultiplying two 4x4

matrices, which is already something, suggesting new algorithms. This is an

important step.

You askedme ifmy discipline changed because of this?The answer is no, at

this point. Butmaybe one day, a computer will probably helpmathematicians.

Peter Scholze, a Germanmathematician and a Fields Medalist in 2018, a great

man, isworkingat the interfacebetweenalgebraicgeometryand topology.One

of his recent proofs was verified by a computer and also presented inNature in

2021 (Castlevecchi 2021). That was a big achievement, because it was the first
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time that the full proof, a very complicated proof, was certified by a computer.

So, the computer is helping, even if it’s not really AI-based.

All in all, the real moment will come when machines will propose a new

proof, or a proof of a theorem, that has not yet been proven. That would be a

real breakthrough for me. For now, what do algorithms actually do? They just

look at many, many papers on the web and, without understanding, imitate

what theyfind in them.This is already something, there is clearly intelligenceat

play here.The big breakthrough will happen when themachines will, as I said,

suggest a new proof,make a connection between two areas ofmathematics, or

suggest a new way of looking at a problem.These things are typically human.

I haven’t seen this in a machine before.

I assume this is the same with literature, with art… When the machines

will propose something that we have never seen before, then we, the mathe-

maticians, will be in danger somehow (laughs), but for now I’m not worried.

Echterhölter: Howare these newAI applications different fromonce success-

ful software like Mathematica and the computer as a numerical tool?

Biau: Software such as Mathematica or MAPLE, which have been used for a

long time by mathematicians, are very different in that they perform compli-

cated calculations and operations as directed by the operator, i.e. the mathe-

matician. They are therefore very valuable tools to help mathematicians per-

form difficult calculations and simplify results. However, they work very dif-

ferently than the algorithms that I mentioned above, which use data to pro-

pose new results to mathematicians. Eventually, of course, all these tools will

converge.

Echterhölter: Would you say that some groups within mathematics are more

open towards using these new tools and turning to the guidance of machines?

Biau: Thequestion of how AI is changing the way we think is very interesting.

One way of looking at this would be to observe how students, the young gen-

eration, behave. I have seen amajor change withmy students inmathematics,

graduate andPhD students.Theway they domathematics today is entirely dif-

ferent from the way my students did it 10, 15 years ago. Now, they are fully in-

tegrating and utilizing new tools, for example to compute a series, or to prove

that a function has a given property…We do not even attempt to prove it with



Gérard Biau in conversation w. Anna Echterhölter: AI in mathematics 329

mathematical arguments, we just trust the computer. It is a new way of learn-

ing mathematics, which fully integrates the machine as part of the process.

Echterhölter: You served as the president of the French Statistical Society

(Société française de statistique) from 2015 to 2018. This was a time during

which programming libraries for AI multiplied and the public got an idea

about what was going on in the aftermath of Alpha Go’s win over a human

at the traditional board game. Deep learning produced its first staggering

results, although it had been aroundmuch longer.This success entailed a shift

in the underlying statistical approaches.One general transformation seems to

have been fromMarkovianmodels to convolutional neural networks andmass

data approaches. Given that AI has a statistical anatomy, how did the statistics

community react to this new heyday of AI after its 30 years of winter? Did AI

have immediate adversaries among statisticians?

Biau: Statistics today finds itself in a rather paradoxical situation. On the one

hand, it is indispensable for the understanding, analysis and implementation

of modern machine learning methods, which are all based on data and there-

fore on techniques involving the scienceof randomness.On theotherhand, the

application conditions of statistics within machine learning are very different

from its usual perimeter, since statistics is now confronted with models of gi-

gantic dimensions and ever larger sample sizes. It is therefore a real challenge

for statisticians today to be able to answer all these new questions! To do this,

they have to adapt their tools, devise newmethods and develop concepts, some

of which have not changed for several centuries! But rest assured, statisticians

are adapting perfectly to this new world and I am impressed by the speed at

which the discipline is evolving.The younger generations of statisticians have

perfectly understood the issues at stake and I have noworries about the future

of the discipline.

Echterhölter: What is the specific relation of statistics to data, in comparison

tomathematics, and does this specific relation change at all just because of AI?

In the 19th century statistical societies in many countries produced and col-

lected data, and did not just develop stochastics. One precursor to the French

Statistical Society is a good testament to this rule: a founder of the “Société de

statistiquedeParis”,Louis-RenéVillermé,wasamong thefirst to formulate the

social question from 1860 onwards, and did so by backing up his claims about

the health of workers with detailed numbers and data. Historically speaking,
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this means that statistical societies were as much about observing, describ-

ing and criticizing society through numbers, as they were about developing

mathematicalmethods.During the 20th century this clearly changed,but does

the discipline of statistics have to maintain a specific relationship to data and

databases?

Biau: This is an interesting question. While data is at the heart of statistics

(indeed, etymologically, the word statistics comes from the German word

“Staatenkunde” (the knowledge or science of the state), the latter has tended

to evolve, around the 90s of the 20th century, somewhat away from reality,

towards what is known as mathematical statistics, which encompasses the

abstract study of models of inference and prediction. Interesting as it is,

mathematical statistics does not really touch reality and remains in the ideal

world of mathematics. But all that is changing today with the need to imple-

ment concrete and efficient methods for dealing with astronomical amounts

of data. In some ways, this is a return to the roots for statistics, which must

focus on its original raw material, namely data! In a way, statistics can thank

AI.

Echterhölter: What does risk assessment for this new technology of AI look

like in your research community? For instance, is this new technology a threat

to some fields of mathematics? Do topics within statistics go extinct because

of it? And to look beyond the ivory tower,howare hazards beyondmathematics

discussed in your community?

Biau: Of course, we can talk about the amazing progress of machine learn-

ing in computer science and mathematics, but we could also talk about the

progress ofGTP-3 and other tools such asDALL-E…andhow they are changing

science.

Behind all this, however, there are some very important issues that need to

be addressed. Ethics of course, but also sustainability and environmental is-

sues. Consider, for example, that the training phase of GPT-3-based versions

of ChatGPT emits tons of CO2.This is something we should be aware of when

we use these tools. The amount of energy needed for this type of algorithm is

just crazy, and I’m not talking about all the energy used in the data centers!

Moreover, there is also the very important question of social acceptance of AI.

We are increasingly becoming slaves to algorithms, not only in our science, but

in some ways in what we eat, how we drive, how we meet, the internet, etc. Is
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this really what humanity wants?We have a lot of social problems in the world

today andwhile I’m obviously no expert in sociology, I can’t help but think that

behind some of these problems is a widespread fear of a world that is becom-

ing increasingly dehumanized by technology and AI. I think this is something

fundamental that we need to think about seriously.
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Artificial Intelligence as a cultural technique

Sybille Krämer in conversation with Jens Schröter, March 5, 2023

Schröter: You published a volume called “Mind, Brain, Artificial Intelligence”

back in 1994. How has your view of so-called ‘artificial intelligence’ changed

since then?

Krämer: I was – and still remain – convinced of the culturally shaped exteri-

ority of the human mind: Having a brain is a necessary, but by no means the

sufficient condition of our cognition. To think it is not a purelymental process

in the head but is characterized by three other aspects: (I) the use of language

and tools, (II) the social interaction with others, and (III) our corporeality and

metabolism-based embeddedness in the ecosystem of our planet. This is the

horizon in the 80s/90s when Artificial Intelligence (AI) aroused both fascina-

tion and criticism inme.

The fascination was based on the fact that rule-based symbol processing

in the form of ‘symbolic machines’, which was practiced as a human intellec-

tual technique longbefore the invention of the computer – for example inwrit-

ten calculation or logical deduction –always characterized a subarea of human

problem-solving. To see how far machines with this paradigm of symbol pro-

cessing canbedeveloped – in the 80s thesewere theExpert Systems as a spear-

head – does not reveal how human-like these machines work, but vice versa

howmachine-like humans have organized and still organize some domains of

their cognition.So the remarkable fact formeabout the thenprevailing formof

AI was not at all that computers canmodel the brain (according to the formula

brain and mind like hardware and software) but that they adapt or simulate a

cultural-technical practice, namely the handling of written symbols. It is not

by chance that Alan Turing (1950) explicitlymakes the human calculator,which

enters, rearranges, and deletes symbols on checkered paper, the model of his

mathematical-technical concept of the Turing machine.The difference is that

the checkered paper has now become an endless tape.
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On the other hand,my criticism was directed towards the myth of ‘disem-

bodied intelligence’, associated with the symbol-processing approach of AI, as

soon as this is generalized as a model of human thinking and our being-in-

the-world. This was one of the critical arguments of Hubert Dreyfus (1972),

thereby going back to Heidegger. By virtue of our bodily situatedness, we have

a primordial relation to the world that is independent of explicit symbol pro-

cessing, a pre-symbolic intuitive understanding that implicitly structures our

practices.Then, something came to the fore thatmarked the limits of the sym-

bol-processing paradigm.

Thiswas roughly the tableau ofmy initial involvementwith AI at the end of

the last century.

However, with the mass data made possible by the Internet, social plat-

forms, and ubiquitous computing – used to train artificial neural networks,

especially in Deep Learning – the role of AI in society has fundamentally

changed. Here are some symptoms of this change:

I. Artificial Intelligence has arrived in everyday life (search engines, face

recognition, spam filters, navigation, chatbots, etc.) – in other words, it

is not only used as a selective expert system. In everyday applications, it

mostly remains hidden from users, often – though not always – operating

below the threshold of perception. This is changing with Large Language

Model-based chatbots, which respond to colloquial prompts and thus

advance to an everyday technique.

II. The increased generative potential is conspicuous since both images and

texts can be generated today with natural language instructions, each of

which is unique, not plagiarized.

III. Since learning systems are no longer explicitly instructed via program-

ming, but are primarily trained by sample data and error feedback, the

internal models formed in the process remain opaque: The area of non-

knowledge in systems, that nevertheless function well, is growing.

IV. Early AI was seen as a tool to uncover functional processes of the human

mind (= symbol processing) or brain (= connectionism). Now, learning al-

gorithms teach us about the discriminations implicit in our social prac-

tices that condense into training data. By practically executing biases rep-

resented in training data, algorithms at the same time bring them into the

open.

V. Statistical language analysis and language generation have superseded

attempts to model semantics, meaning, and comprehension. The ap-
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proaches of the Large Language Models, especially the ‘family’ of ChatG-

PTs, show: What the machine generates is not based on understanding,

but on the statistical combination of elementary tokens (small groups

of letters below the level of meaning) according to the most probable

linkages. Thus, the astonishment, in how many respects ChatGPTs can

produce plausible texts, corresponds to the insight that precisely no intel-

ligence is required for this. What is necessary, however, is combinatorial

access to billions of texts – which is not feasible for humans – in order

to create products whose reference to reality is fictional – i.e. without

any claim to truth. Does quantity – the unsurpassable large training data

volumes – turn into quality here? Or has the demarcation line between

quantity and quality become questionable in general?

Schröter: Howwould you classify thedevelopment of so-called ‘artificial intel-

ligence’ in the history of formalization that you have studied in detail? Today’s

dominantmachine learningmethods belong to a rather statistical paradigm –

does this belong to the history of formalization or rather not?

Krämer: Formalization does not mean calculating with numbers, butmanip-

ulating graphic signs according to given rules. The philosopher Leibniz first

articulated this distinction (Krämer 2016). Inwritten reckoning, the eye, hand,

and brain work together and create a ‘machine room of intelligence’ that con-

sists of formalpatternmanipulationand is independentofusinga real physical

machine.The signs can represent numbers, but they do not have to.The proce-

dure itself is an interpretation-independent operation of forming and trans-

forming strings of signs. Inmemory of handwritten calculating: If a table with

one and one, one minus one, one times one, one divided by one is available,

then elementary arithmetics can be carried out with paper and pencil,without

having to know at all that numbers are processed.This, at least, is the sense of

formality that emergedwith the development ofmathematical and logical cal-

culi in themodern era.Of course, formalizationhas no end in itself: If a consis-

tent object domain is discovered as a reference domain of a calculus, domain-

specific problems can be solved formally and new insights can be gained.

This being said, any operation with numbers, regardless of how the calcu-

lation is performed and whether probability and statistics play a role in it, is

necessarily formal. How formality and statistics are related is exposed when

the sentence is correctly understood that in 2021 each woman in Germany had

1.58 children.
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But we had to add another dimension with regard to the relationship be-

tweenmachine learning/statistics and formalization. It is the transition from

problem-solving to predictive algorithms, which is crucial for contemporary

digitization. Problem-solving algorithms determine a result in a stereotypical

mechanical way: By applying the rule of calculation correctly, the result will be

correct too. You can ‘trust’ the algorithm. Predictive algorithms, on the other

hand, refer to the future and predict the probability that a possible event will

perhaps occur. Already in the case of problem-solving algorithms, the ‘know-

ing-that’ splits from the ‘knowing-how’ in the application: The knowing how

to do something becomes transparent, teachable, and learnable; the knowing

why itworks remains hidden and is at best transparent tomathematicians,but

not to the calculators.

In contrast, in predictive algorithms, themachine acquires a knowing-how

in the form of an internalmodel, i.e. the functional competence tomake an in-

put correspond to an output. The ‘knowledge’ implicit in this internal model

usually cannot be inferred from the output and remains opaque; apart from

that, these internal models change with every use and in innumerable permu-

tations. Moreover, with predictive algorithms, the social and political impor-

tance of the presupposed labelling grows, i.e. the mostly human selection and

marking of training data as well as the social scaling of thresholds in the inter-

nal model building.

We see: Every algorithmization implements and embodies a specific rela-

tionship of knowledge and non-knowledge, of transparency and opacity; but

in predictive algorithms, the domains of non-knowledge and uncertainty rad-

ically increase.

In view of this situation, doesn’t the idea of ‘Explainable AI’ also create an

illusion? Do we perhaps have to radically change our attitude and perspec-

tive with regard to the relation between knowing and not knowing? Is it not

rather a matter of reopening the fundamental questions of knowledge/non-

knowledge, of acting under uncertainty, and all this in the opposite direction

too: A medical doctor interpreting an X-ray is much more likely to act under

the sword of Damocles of uncertainty than a system trained to make these

diagnoses with thousands of analyzed X-rays. Are common terms like ‘knowl-

edge society’ emphasizing enough that every new knowledge creates new not-

knowing, that we cannot always eliminate uncertainty but have to learn how

to deal with it? And that human action cannot escape this ambivalence?
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Schröter: How would you relate to the development of so-called ‘artificial in-

telligence’ in contrast to the somewhat fuzzy discourse of ‘digitalization’? How

would you relate to the assumption, that at least neural networks are rather

analog technologies, again because of the finely gradedweighting of the activ-

ity of artificial neurons, and because of their parallelism (cf. Sudmann 2018)?

Krämer: The digital exists – this may come as a surprise – before and inde-

pendently of the computer. By digitization, I mean a process in which a con-

tinuum is broken down into basic elements and discretized so that they can be

coded and combined with each other in a more or less arbitrary way. A proto-

type for digitization is the alphabet. Although the flow of oral speech knows

breaks, they do not correspond at all to the blank spaces between words and

sentences in alphabetic writing. With the finite repertoire of alphabetic char-

acters, an unlimited number of combinations can be produced in the two-di-

mensionality of a surface.This non-linear ‘nature’ of writing is revealed for ex-

ample by the phenomenon of the crossword puzzle which exists only as a two-

dimensional,graphicmediumillustrating thenovel configurations that spatial

writings open up in comparison to temporal speech. Moreover, alphabetically

ordered lists sort large amounts of information, think of the traditional tele-

phone directories, which allow casual access to amounts of data that cannot

be surveyed by humans. A ‘database principle avant la lettre’ developed in so-

cial practice is already being applied: the abandonment of narration in favor

of formal sorting and addressing of pieces of information that are indepen-

dent of each other. This database principle gave rise to the academic flagship

projects of print-oriented modernity in the form of dictionaries, encyclope-

dias, and lexicons.

Let us summarize. Two things are important with regard to my concept of

digitization:

(1) There is an embryonic digitality already connected to alphanumeric liter-

acy.This does not only apply to the European alphabetization:The hexam-

eters of the Chinese Book of Changes “I Ching”, for example, are written

with dual code, which can be translated without constraint into machine-

processableUnicode.Thedigital is to beunderstood independently of com-

puter use.

(2) Therelationshipbetweenanaloganddigital is relative in so far asweunder-

stand it in termsof the continuous-into-discrete transformation.The tran-

sition from fluid speech to discrete writing is a transition from an analog
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to a digital medium.But if the transformation from a printed text to ama-

chine-readable and -analyzable document encoded in TEI, is considered,

then the printed typeface is in the role of the analog and only the encoding

instantiates the process of digitization.

In a significant way, the connection between digitality and Artificial In-

telligence is clarified by their latest development: The already mentioned

contemporary chatbots in the context of Large LanguageModels (GPT-4, Bard

etc.) operate on the basis of small, meaningless groups of letters, the ‘tokens’.

Here, too, we are dealing with the decomposition of something continuous

into smaller meaningless units. Hardly anything can better illustrate how

‘deeply’ the techniques of Artificial Intelligence are allied with the digital,

understood as a process of dynamic discretization.

It should be recalled that linguistics characterizes human language by its

‘double articulation’. From a limited repertoire of meaningless elements such

as phonemes or letters, an unlimited number of meaningful words and sen-

tences can be formed.Thequestion arises if a digital principle is already nested

in spoken language –at least implicitly.However, there are good reasons to as-

sume that the phoneme is the result and product of the grapheme, the small-

est written unit. In fact, only the emergence of phonetic writing has split and

divided communication in its totality of prosody, mimic, gesture, deixis, and

verbality and crystallized the phonetic dimension as an independent commu-

nicative strand and condensed it to an object like perceivable ‘language’. If this

is true, it would be the writing that puts the grid of digitizing over human lan-

guage.

And one last remark: If your question aims at a possible return of the ana-

log by artificial neural networks, I am skeptical about any neuromorphic dic-

tion and rhetoric. Bird flight also inspired human flight experiments, without

airplanes imitating the natural model. Is it not the same in relation to natural

and artificial neural networks? Everything that matters in contemporary Arti-

ficial Intelligence, is mostly not programmed but trained by huge databases,

andwhat can explain its technical power is something that finds no rolemodel

in nature. The procedure of error feedback, for example, which has an analog

in the social practice of teachingwhen corrected dictations are returned, finds

noparallel in neurophysiology.Orwith regard to the architecture of the hidden

layers – a central component of the Deep Learning process: If each layer ana-

lyzes selected aspects of the input with different weighting, or if these compu-

tational processes take place in the layers one after the other – all this also has
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no analog in our brain. Not to mention, by the way, the energy efficiency that

is so typical for our brain.

Schröter: What role do you think methods of so-called ‘artificial intelligence’

could play in the field of digital humanities? How could machine learning be

used in the cultural sciences and humanities, and even in philosophy?

Krämer: In this context, I’d like to talk about the ‘sting of the digital’. What

I would like to express here is that the debate about the Digital Humanities

and their acceptance by the traditional humanities can provide impulses for

a self-correction of the humanities’ self-image. This self-correction refers to

the absolutization of hermeneutics and interpretation as the royal road and

definiens of the humanities (Krämer 2023). Furthermore, using ‘sting’ as a

metaphor refers to criticizing the belief that the humanities have nothing to

do with empiricism or with material and quantifiable things and processes.

Incidentally, both of these biases have already been subject to erosion in the

late last century, even independently of the emergence of Digital Humanities.

The humanities’ disciplines encompass not only the traditional fields from

history to linguistics, literature, music, and art studies, but also archaeology,

ethnology, and even regional and cultural studies. They have always worked

withmaterials, that is,with things,documents,andartifacts of all kinds,which

are tobe collected,dated,classified,annotated,compared,archived,andsoon.

In this ecosystem of scholarly work in the humanities, empirical questions –

and thus numbers and counting – always had a certain status. But the tradi-

tional humanities with their hypostasizing of interpretation as key methodol-

ogy, have long remained blind to the materiality of their research objects and

consequently to the importance of numbers and countability inmany subfields

of their research.

Nevertheless, it is precisely here that research questions open up that can

be meaningfully addressed by the Digital Humanities under the conditions of

contemporary digitization. This is always the case when large data corpora,

which relate to lifeworld and/or cultural-historical contexts and can no longer

be surveyed, let alone examined, by human eyes and hands, can now be ana-

lyzedwith data-driven, computer-basedmethods.However, this is only possi-

ble through the subtle,difficult, never-ending interaction between researchers

and computer-generated, data-driven procedures. It goes without saying that

interpretation on the part of humanactors is constantly involved: nonumber –

and no data – interprets itself.
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In prosaic terms, the question of sense and nonsense of the Digital Hu-

manities could be transformed into the question of what role empirical ques-

tions play in the respective discipline. Against this background, it is not sur-

prising that datafication anddigitizationfirst took hold of the natural sciences

and, in the 20th century, also of economics and the social sciences,before it has

now arrived in the 21st century humanities. Perhaps the discussion about the

legitimacy of Digital Humanities serves as a proxy function for the less excit-

ing question of when and how the empirical can or should gain a birthright in

the humanities.

We must not make the mistake of reestablishing C.P. Snow’s two-culture

difference (Snow 1959), which is unacceptable today, within the humanities.

Even the traditional humanities have always been dependent on dealing with

numbers and data, think of concordances that have existed since the 13th cen-

tury, catalogs of works or historical dating, etc., just as, conversely, the Digital

Humanities always have to interpret their results in the light of their research

questions.There is no such thing as interpretation-free empirics.

In the opposite direction, however, I also find problematic contemporary

attempts to identify and ennoble computational procedures themselves as

hermeneutic procedures, as Dobson did in 2019, for example, in order to

provide the Digital Humanities with legitimacy in the Humanities. As already

emphasized, I am more inclined to weaken the hermeneutic paradigm as a

unique selling point of the Humanities by recognizing that their academic

practices include a plethora of activities in the preparation of their research

objects that precede and prepare the ground for interpretation in the first

place.

However, there is an interesting and revealing addition to this statement.

Computers are forensic machines (Kirschenbaum 2012), like microscopes and

telescopes directed toward the data universe to find patterns that mostly es-

cape human attention. Of course, the optical analogy is limp insofar as it ig-

nores the generative aspect of processing and synthesizingmusic, images, and

text. However, what is at stake in explaining the forensic function is the di-

mensions of the culturally unconscious.What people miss in their practices, a

machine can register.

This canbe explainedby the computer-philological exampleof author attri-

bution. If styles of individual authors become identifiable bymeansof a ranked

list of the ‘incidental’ functional words used – how often are words like ‘and’,

‘nevertheless’, ‘however’, etc. being used? – then the machine is able to iden-

tify an author by attributes of his or her use of language that is not at all part
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of the stylistic devices intentionally employed, but rather is subverted in writ-

ing and occurs unconsciously in the performance of written articulation. It is

not about something that is hidden behindwhat is written, but that is given in

what is written down. It is implicit in the surface of the text and can therefore

be taken from it.

What emerges here within the dimension of author attribution is general-

izable: Despite the use of terms such as ‘Deep Learning’, information process-

ing technologies – also in the form of Artificial Intelligence algorithms – are a

surface technology for the identification, analysis, and production of patterns.

What is true for numbers and data is also true for patterns: Whether patterns

have meaning, sense, and relevance, be it for life or for a research question is

up tohumans todecide,applying thepatterndiscovery capacity of themachine

for their specific purposes.

It has hardly been registered so far that ‘close’ and ‘distant reading’ con-

verge in this question. The cultural scientist Carlo Ginzburg (1983) – as a mi-

cro-historian, he was an advocate of close reading – saw a ‘circumstantial’ or

‘indication paradigm’ emerging as amethodological dispositive of the human-

ities in the transition from the 18th to the 19th century. The inventor of the

detective Sherlock Holmes, the author Arthur Conan Doyle, the art historian

Giovanni Morelli, and the psychoanalyst Sigmund Freud developed their in-

sights by studying unnoticed details at crime scenes, in faked paintings, and

in traumatized souls. In this way, Ginzburg was able to show why Doyle’s de-

tective novel became the most successful crime novel series: because readers

are involved in the process of finding clues.The propagandist of distant read-

ing, FrancoMoretti (2013), in turn, by comparing all detective novels in Doyle’s

epoch (a fact Ginzburg could not have had an overview of), comes to a very

similar conclusion, namely that of the exceptional position Doyle’s “Sherlock

Holmes” novels had.

The micro perspective of close reading and the macro perspective of dis-

tant reading are not opposing perspectives but can complement each other.

Furthermore, something else becomes clear here: Statistical methods are of-

ten reproached by the humanities because they only represent the average and

are therefore an instrument for the enforcement ofmediocrity and the renun-

ciation of creativity. However, statistically operating computational methods

do not only calculate average and mean values, but by virtue of this computa-

tional capacity they canalsouncover theknittingpatternof the individual from

a most unusual perspective, just as forensics can uncover a singular course

of events or author attribution can uncover author identities. However, this
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always works only probabilistically, i.e., by a probability statement. In short:

Statistics is not the enemy of casuistry and of the individual case, but – used

sensibly – can be precisely its aid.

Schröter: Can so-called ‘artificial intelligence’ be described as a ‘cultural tech-

nique’? Or does it rather presuppose certain cultural techniques?

Krämer: Every technology is socially constituted and thus a cultural phe-

nomenon. And yet a distinction must be made between ‘technology’ and

‘cultural techniques’. In the context of the in 1999 started Helmholtz Center

for Cultural Techniques in Berlin – I was a member of the eight-member

founding group – the term ‘cultural technique’ aimed to orient research in the

humanities more strongly towards the materiality, mediality, and technicality

of their research objects. In this Helmholtz group, cultural techniques were

regarded as routinized everyday procedures for dealing with symbolic and

technical artifacts that are sedimented in everyday practices, the mastery

of which provides a basis for social participation, but also for social differ-

entiation. Cultural techniques are crucial resources of scientific and artistic

practices and also underlie higher-level cognitions.

We are familiar with the fact that writing, reading, and calculating are cul-

tural techniquesof the eraof printing.Fromthis point of view, it is obvious that

digital literacy implies adecisivedevelopmentof those cultural techniques that

have been typical for alphanumeric literacy in the ‘Gutenberg Galaxy’...The el-

ementary handling of keyboards, smartphone use, the ability to communicate

by email, and, above all, to search for information on the Internet are decisive

aspects of contemporary digital cultural techniques, without which participa-

tion in social life is hardly conceivable. At the same time, these are practices at

whosemastery ornon-mastery fault the lines of contemporary society emerge,

both socially, but also generationally. But does this also include the processes

of Artificial Intelligence?

For the era of Expert Systems – i.e., in ‘woodcut’ terms: the AI of the last

century – I would have answered this firmly in the negative. But precisely be-

cause contemporary Artificial Intelligence has seeped into our everyday behav-

ior in many different forms, the situation has changed. Without streaming,

navigating, searching thenet, online banking, spamfilters, etc., contemporary

participation in everyday life seems almost impossible to realize – although in

principle this remains possible, just as illiterate people can lead a special exis-

tence in literal cultures.Thisdependenceon the cultural techniquesofArtificial
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Intelligence also applies to complex mental work: Without computer-gener-

ated visualization, medical diagnoses and operations are hardly feasible any-

more, stockmarket trading thrives on real-time analyses, driving assistants in

cars have become standard, and fitness watches control training andmobility.

A significant step in everyday usability of AI is the software trained with large

data corpora,allowingusers to instruct image and text generationwithnatural

language – and its colloquial character is important.

However – and this also seems to be a novelty in the degree of the associ-

ated dangers –Artificial Intelligence procedures often run as background pro-

cesses that are hardly registerable for users, let alone recognizable and acces-

sible. In a harmless dimension, when taking photos with a smartphone or in

the use of auto-correction functions, but more problematically in the creation

of personal data profiles as ‘waste products’ of Internet navigation.

Artificial Intelligence nowadays is implemented into the use of apps,

objects, and procedures. The cultural technique consists in being able to deal

with virtual objects in a functionally and factually appropriate way without

having to understand how this use of data can be exploited in a functionally

and factually non-intended, but commercialized way. What I have character-

ized as the dispositive of technology use – i.e., being able to control and use

without having to understand – acquires an ethical-political signature here.

Can we conclude from this that the cultural technique of Artificial Intelligence

also consists in learning how to preserve data sovereignty? Or is this idea

of sovereignty, rooted in the European Enlightenment with its maxim of

‘thinking for oneself ’, an illusion – and perhaps was from the very beginning?

For it is precisely the suitability of these everyday applications which become

smarter with each use, that is in turn restricted, if not hindered, by mecha-

nisms of data protection: Who isn’t annoyed by the popping up of the cookie

consent form,which degrades data sovereignty to check-marking? Howmuch

more helpful could digitization be in Germany if patient data or even the data

available in administrations were merged? A dilemma is emerging between

smart everyday usability and responsible handling of Artificial Intelligence’s

‘background cultural technology’. ‘Dilemma’ is understood here as a conflict

situation and a predicament that cannot simply be transformed into a positive

solution.

Schröter: Would you see the use of machine learning in different sciences as

a kind of upheaval – or rather as a continuation of the increasing role of com-

puters in the sciences (e.g., in the form of computer simulation)?
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Krämer: Wherever the dynamics of media innovations are concerned, they

are always to be understood in the tension between continuity and breakup,

between tradition and disruption.

Togive adistant example:Theabsenceof book religion in ancientGreece al-

lowed written texts to advance into a non-canonical discursive space debating

the pros and cons of truth claims. What was previously known only from the

oral practices of court proceedings in Greece, was now transposed into a writ-

ten medium. Thus a type of text emerged, often in dialogue form as in Plato,

which insisted on arguing about truth – and this became a relevant starting

point for the Western type of philosophizing. This change is often called the

transition from orality to literality, a highly problematic thesis, in whose garb

mostly theEurocentric assumptionof the superiority of alphabeticwritingwas

transported. Of course, orality is not replaced and made obsolete by literacy.

Rather,writingopensupa symbolic space inwhichnewwaysofusinganddeal-

ing with language become possible. And the oral also takes on new signatures,

for example in the genre of the scientific lecture.

But back to the digital: Undoubtedly, the computer is currently becoming a

universal tool in the sciences, from simple word processing to computer sim-

ulation. I use the word ‘computer’ here as a chiffre for the ecosystem of sci-

entific information processing based on ubiquitous datafication. To stay with

computer simulation, it is not simply that computer simulation now joins ex-

periment and theory as a third research pillar in the sciences. Rather, this sim-

ulation opens up a new kind of mediation between analytical theory and em-

pirical experiment: Experimenting with theories becomes possible (Gramels-

berger2008) andgives rise toa ‘theory laboratory’.Computer simulationopens

up a space inwhich traditional instruments of knowledge such as theories and

experiments gain a new profile, combined with new options for knowledge.

Under the conditions of extensive datafication on the one hand and ‘learn-

ing algorithms’ on the other, this new profile is that computers can work with

mass data in ways unattainable by human power. The forensic capability of

computers, familiarwith criminalistic use, can nowbe extended tomany areas

of scientific research,where it can be used to uncover patterns that are beyond

human perception.

If the computer acts like a microscope and telescope on datafied worlds

in data-driven research methods, then data corpora reveal and uncover what

remains invisible to limited human perception. These computer-processable

traces aremostly statistical, hence numerical constellations. And since neither

traces nor data and certainly not numbers are self-interpreting, it is clear that
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only the research motivation, creativity, and synthesis of human interpreters

can produce meaning and content from these traces, data, and numbers. Hu-

mans combine computer-generated results with theses, theories, and narra-

tives and thus turn data processing into knowledge production.

Therefore, the question of the relationship between continuity and up-

heaval, between continuation and innovation in the scientificuse of computers

must be answered with a ‘both/and’ – as is usually the case with disjunctive

questions.

The continuity of the development is unmistakable: It is well known that

machine learning and the imitation of the humannervous systemplayed a role

already in 1956 at the conference atDartmouthCollege,whereMcCarthy intro-

duced the term ‘artificial intelligence’. Turing had already raised these ques-

tions in the 1940s. In 1957, Frank Rosenblatt conceived the first artificial neu-

ral network with the Perzeptron; in 1966, JosephWeizenbaum created the first

chatbot with Eliza – and shook up the humanities scholars at the latest as a

result of the illusion evoked by users of Eliza that an empathetic human was

speaking here. Over the years, many other stations were added: Expert Sys-

tems inmedicine,oral speech synthesis,winning chess,Goandquizprograms,

chatbots such as Siri andAlexa, andfinally, the image and text-generating arti-

ficial neural networks based onDeep Learningmethods, training, and testing:

Artificial Intelligence – regardless of itsmany slumps and crashes in the public

consciousness and the seasonalmetaphors like ‘winter of artificial intelligence’

that are readily used for this purpose – forms Ariadne’s thread in the history of

technology and science of the last decades.

Nevertheless, there is also an innovative, disruptive dynamic – and its

symptom is the cultural-technical embedding of Artificial Intelligence in

everyday practices.This cannot bemonocausal traced back, for example to the

use of Deep Learning processes from around 2012, but includes at least two

other indispensable components: the datafication, doubling our world into

the shadow image of a computer-processable data universe, and the extremely

increased computing power of the hardware. The Deep Learning procedures

become better and better with each increase in the amount of data – which

was not true of machine learning in the early days of Artificial Intelligence –

and increased amounts of data, in turn, require increased computational

power, and so on. From the swirling dance of these three conditions with each

other, has now entered the family of Large LanguageModels to the public; this

has already been interpreted as the ‘iPhone moment’ of Artificial Intelligence.

It is also significant for interpretingArtificial Intelligence nowbecoming a cul-
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tural technique, that it was OpenAI enabling the download of ChatGPT for all

interested people (100 million users after only two months). All big players in

this field will go to the market with their own versions, and Microsoft already

announced to incorporate Large Language Models into its Outlook and Office

programs. Search engines – but they were that before, ergo: continuation and

break!

Schröter: Howcan the already so-called ‘artificial intelligence’ be placed in the

history of the ‘exteriority of the mind’, which you have been investigating for

quite some time?

Krämer: We are familiar with understanding humans as meaning-giving

and symbol-oriented living beings who constantly interpret their world.Who

would and could contradict this? But does looking for meaning and interpre-

tation take it all? Civilizations develop by increasing the areas structured in a

way that is independent of interpretation, reflection, and understanding.This

is true not only for formal operations in the context of intellectual work but

also for ritualized everyday practices. We celebrate Christmas even without

a Christian message, drive cars without an understanding of technology,

cook without an awareness of chemical interactions, and successfully apply

computational algorithms.AlfredWhitehead (1911) remarked laconically at the

beginning of the 20th century that the level of development of a civilization

is shown by how many of its important operations can be performed without

thinking about them.

Let us note: The dispositive of the use of technology consists in being able

to apply and control without having to understand. And exactly this technical

dispositive is transmittable to subareas of mental work too.

In addition, there is the collective character of the mind: Humans do not

simply have natural intelligence but participate in different degrees in the so-

cially shaped and distributedmind, acquired, passed on, and handed down in

the collective. Our cognitive capacity can only be reconstructed as social epis-

temology. It already starts with an almost trivial fact: 85 percent of what we

know, we cannot verify and justify on our own, but we acquire this knowledge

through words, writings, and images from others. And trust is that very bond,

the ‘glue’ that turns received information into knowledge for us.Here,with the

knowledgemachines of AI, an importantmoral problem emerges:How far can

we trust the apparatus and the algorithms? Not at all in the case of the Chat-

GPTs, which generate their plausible-sounding texts as purely fictional prod-
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ucts without any reference to reality, without any internal truth check (work is

being done to change this).Thesemachines have nomind, and no understand-

ing, but calculate the probabilities of small tokens and word patterns.

Back to the question of the extended human mind: Without the exterior-

ity of auxiliary means, starting with spoken language, including the manifold

forms of visual signs, up to ornaments, pictures, graphs, diagrams andmaps,

scientific cultures and other functional areas in society would be unthinkable.

ToparaphraseLudwigWittgenstein:Whydowesay that our thinking is located

in the head andwhy dowenot say that the speakingmouth or thewriting hand

is thinking too?We do not think on paper, but with paper.

In the context of the human mind’s evolution in the interplay of eye, hand

and brain, the cultural technique of flattening plays a central role. Here, ‘flat-

tening’ is not meant in a pejorative way, but rather in a sense that inscribed

and illustrated surfaces embody an irreplaceable, often creative, potential as a

workspace for designing, as a thought laboratory, or as aworkshop for compo-

sitionandcombinatorics. Just asweusegeographicmaps toorient andmove in

unfamiliar terrain, the diagrams and graphs of science provide a cartographic

impulse for orientating and operating in conceptual spaces of knowledge: in-

visible entities, and non-spatial abstractions become representable and pro-

cessable in two-dimensional spatiality.Our conception of time is also rooted in

this potential for spatialization; we need only to think of the historian’s time-

line or the measuring of time by clocks.The inscribed or illustrated surface as

a medium in between temporal one-dimensionality and spatial three-dimen-

sionality is a translation manual from time into space and vice versa. To avoid

misunderstanding: There are no flat corporal objects empirically, yet we treat

inscribed and illustrated surfaces as if they are two-dimensional.Given the di-

agrammatic practices of knowledge,we realize how strongly the computer and

the digital are linked to the exteriority of artificial flatness.

This is not only true for computer programs,whichhave to bewrittendown

before they can be used asmachine instructions; it is also true for themodel of

the Turing machine, which works with a tape that can move back and forth,

or is true for the multiplication of surfaces, which is typical for the architec-

ture of the ‘hidden layers’ in Convolutional Neural Networks, and it is not least

true for all the visualizations that are necessary to transfer computer-gener-

ated outputs into a form that can be understood by humans. And this applies

basally already to encoding in TEI: Implicit reading conventions that we mas-

ter as tacit knowledge by distinguishing and recognizing headings, footnotes,

paragraphs, and proper names from one another in a text, must be made ex-
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plicit line by line when encoding into a computer-processable script.The com-

puter is a surface technology; therein lies its power and its limitations. As a

microscope and telescope into the data universe it is unsurpassed – but also

only within the data universe. What is not in this universe, does not exist for

the computer.

Schröter: In 1998,youpublished thebeautiful volume“Medien,Computer,Re-

alität” (Media, Computers, Reality). The subtitle was “Concepts of Reality and

NewMedia”.What ‘conceptions of reality’ are associated with so-called ‘artifi-

cial intelligence’?

Krämer: The idea that explaining our brain is to think along the lines of com-

puterized operations, i.e., that phantasm (of the beginnings of Artificial Intel-

ligence) to assume that the computer is the appropriate model for the human

mind, is taken ad absurdum precisely because the latest chatbots are based on

LargeLanguageModels.The fascinating rangeof text genresproducedby chat-

bots is – as we all know – free of all understanding on the part of themachine.

The machine does what it does best after being fed huge corpora of Anglo-

Saxon training data to calculate probabilities of letter tokens and word com-

binations.

The idea that technical apparatuses and processes displace and substitute

people is problematic too. What AI actually demonstrates, is that we have to

understand the relationship between humans and technology as co-perfor-

mance – as a shared activity and interaction. Could we go so far as to think of

human/machine interaction under the precinct of contemporary digitization,

according to the model of alternating moves that are performed in a game?

Therefore, the talk of so-called ‘self-learning programs’ is distorting. Even

when a computer defeated the four best poker players in the world, the win-

ning program Libratus still had to be trained at night during the competition

by its creators on the basis of game data. Rainer Mühlhoff (2019) elaborated

on the socially distributed nature of Artificial Intelligence by pointing to the

work armies of cheap click workers whose job it is to label the training data. In

processes like CAPTCHA, where we have to read distorted strings or to name

image objects to prove and identify ourselves as human, we fill the pool for

training data of learning algorithms in involuntary pandering.

Schröter: It has become a standard argument to criticize so-called ‘artificial

intelligence’ on the one hand because of the ‘bias’ of the data sets and on the
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other hand because of the lack of ‘explainability’. In your opinion, are there

other important criticisms of ‘artificial intelligence’?

Krämer: First, the short answer.There are at least 3 points of view:

I. Theresource problem: Artificial Intelligence in themode of artificial neural

networks or so-called ‘self-adaptive algorithms’ require immense data cor-

pora. Our data universe is not infinite. This is not only an ecological pro-

blem of high power consumption. It is also about the fact that the algo-

rithms’ appetite for data multiplies the options in terms of data abuse and

raises questions about data protection, copyright, etc.

II. The history of Artificial Intelligence – starting with its name – is also the

history of the use of distorting terms such as the talk of ‘self-learning sys-

tems’. The degree of self-sufficiency that this term evokes does not exist.

All algorithms made efficient by training owe their potential to depend on

interactions with humans, whether in labelling data, in graduating para-

meters, in deciding when output is considered ‘efficient enough’, etc. Or

this talk of data as ‘raw material’, which also resonates in the phrase ‘data

mining’: Data are artifacts, even if the data are based on measurements of

the real. They are human-made: manufactured, not found. Here, an alar-

ming proximity to the idea of ‘nature as rawmaterial’ comes into play and

thus, to aworldview oriented towards the exploitation of nature, the limits

of which we are now – sometimes dramatically – confronted with.

III. Finally, it is important to mention the dominance not only of the English

language, but of the Anglo-Saxon cultural asset and heritage that goes into

the huge training bases of contemporary Large LanguageModels.Theque-

ries and instructions possible in the national languages, aswell aswhat the

system provides colloquially, are based on (machine) translation.

Let’s keep inmind:Mistakes of today’s AI are the technical advances of tomor-

row! For example, the metamorphosis into a racist led to the removal of chat-

botTay (releasedbyMicrosoft 2016) fromthenetwork,and thismetamorphosis

became an instructive topic of debate; similarly, BlenderBot (released by Meta

2022) mutated into a supporter of conspiracy theories. Learning algorithms

mirror the practices on the basis of which they learn, as if through a magnify-

ing glass: It is up to us to learn how to use the computer as an instrument of

self-recognition – and not only in the form of the fitness bracelet. We should

address Artificial Intelligence less from the perspective of modeling and tech-
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nical projection of mind and intelligence, but more as a virtual mirror of hu-

man communication. Elena Esposito (2022) has convincingly argued that not

Artificial Intelligence, but artificial communication, is the operational basis of

current computer use.

A further, evenmore complex answer to the question of criticism suggests

itself to me: Is the gesture of critique itself, which founded academic moder-

nity, perhaps reaching its limits at present, as Rita Felski (2015) suspects?

The gesture of ‘critique’ is deeply anchored in the humanities’ self-image of

scholarly work. Unfairly shortened to the formula: Saying ‘no’ is always possi-

ble, saying ‘yes’ is under suspicionof apology.But areweashumanistic scholars

really ‘by profession’ in the position of a meta-position towards that which we

criticize?With the consequence that we are entitled to actually judge and eval-

uate from the superior standpoint of a knowledge that has both an affinity for

technology and at the same time looks ahead to the future? Wasn’t it precisely

a concern of the convinced hermeneut Hans-Georg Gadamer (1975 [1960]) that

humanities scholars should be regarded not in the bird’s-eye perspective as

observers, but in the participants’ perspective as players in the events of the

world, entangled in prejudices? Perhaps this is the reasonwhy I donot focus on

the critique of AI, but want to shake up the prejudices in which the humanities

are caught when they take a stand on digitalization and Artificial Intelligence.

To enlighten about technology means first to understand technology to some

extent and second, to free its use frommyths.

What is critical, is not somuchAI itself as a technical endeavor, becausewe

need technology to solve the problems of this planet in a way that can be both

accepted andwelcomed by the peoplewhose behavior needs to change.Rather,

what is critical, is our use and abuse of technical potential and the myths and

ideologies surrounding it.

In fact, critical humanists like to focus on the ideologizations and mythi-

cizations, apocalyptic and apologetic interpretations of Artificial Intelli-

gence – and then often pass this off as a critique of AI itself or misinterpret

it as such. I, therefore, argue for a kind of ‘sobriety’ in the discussion of AI. It

is still about an – albeit interactive – ‘toolbox’, whose fields of application are

growing by the hour, not to say proliferating.

It is not the intelligence and rationality of machines that we have to fear,

but the irrationality of people.
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